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PREFACE

PUBLICATIONS OF THE U.S. COAST GUARD
1995 OIL POLLUTION RESEARCH GRANTS

On March 24, 1989, the EXXON VALDEZ ran aground on Bligh Reef in Prince William
Sound, Alaska producing the largest oil spill in U.S. history. Following this event, the
Coast Guard reexamined its mission needs and technology to formulate an R&D effort for
the 1990s. Workshops were held within the Coast Guard and with other Federal agencies
and private sector organizations to identify spill response needs and R&D efforts that would
support those needs. One of the workshops was a U.S. Coast Guard (USCG) sponsored
Interagency Planning Workshop on oil spill research and development on September 26-27,
1989. This workshop exchanged information and initiated the development of a coordinated
national plan for oil spill research and development under Title VII of the Oil Pollution Act
of 1990.

The Oil Pollution Research Grant Program was created by the Oil Pollution Act of 1990,
P.L. 101-380 (OPA 90),33 U.S.C. 2761 (c)(8) and 2761 (c)(9). The OPA established a
regional research program and authorized those agencies represented on the Interagency
Coordinating Committee on Oil Pollution Research, including the USCG, to make grants to
universities and other research institutions to perform research related to regional effects of
oil pollution. The USCG established such a grant program, and the John A. Volpe National
Transportation Systems Center (Volpe Center), a component of the Research and Special
Programs Administration of the Department of Transportation (DOT), was chosen to
administer this program on behalf of the USCG.

The Volpe Center mailed Grant Applications to about 200 universities and non-profit
research institutions during the first week of January 1995. The mailing list included
institutions from all the Coast Guard districts. On March 13, 1995 the Volpe Center
received 25 applications from six districts. These proposals were reviewed by the Volpe
Center and the Coast Guard Research and Development Center and the recommendations
forwarded to the Interagency Committee on Oil Pollution Research for approval. Seven one­
year Grants were awarded in June 1995. Coast Guard funds were matched by funds from
the university or non-profit research institution.

In August 1994, the Volpe Center awarded ten one-year Grants. Three of these Grants were
extended for a second year in June 1995 to expand the research effort.

This report contains the Final Reports for research performed under these seven 1995 Grants.
The results are presented in two volumes. For further information contact Kenneth Bitting at
the U.S Coast Guard Research and Development Center, Groton, Connecticut (860) 441­
2733.

Additional copies of this document are available through the National Technical Information
Service, Springfield, Virginia 22161.
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1 Abstract

A closed form solution to the problem of initiation and steady state wedge cutting
through a ductile metal plate is presented. The considered problem is an idealization
of the cutting process of a sharp raked bow of a ship into a deck of a stricken
ship. A new kinematic model is proposed for the strain and displacement fields
and it is demonstrated that the analysis is greatly simplified if the strain field is
assumed to be dominated by plastic shear strains and moving hinge lines. Also, it
is shown that the present shear model offers the basis for a convenient extension
of the presented plate model to include more structural members as for example
the stiffeners attached to deck. The fracture process is discussed and the model
is formulated partly on the basis of the material fracture toughness. The effect of
friction and the reaction force perpendicular to the direction of motion is derived
theoretically in a new consistent manner. The derived expressions are discussed and
compared to previously published experimental results and formulas.

3



2 Introduction

One of the primary energy absorbing mechanisms in a grounding or collision event
is the so-called plate cutting process. Most authors use the terms 'cutting' or 'tear­
ing' although some of the observed failure modes are quite complex and have little
resemblance to the original meaning of these words. The mechanics of the cut­
ting process is complicated and involves plastic flow of the plate in the vicinity of
the wedge tip (and, some would argue, fracture processes there), friction between
wedge and plate, membrane deformation of the plate, and large-scale bending of the
plate "flaps" remote from the wedge tip into various scroll motifs and other folding
patterns.

In this paper, the plate cutting phenomenon is described qualitatively, some of
the most significant previous work is discussed and summarized, and new theories
are derived for steady state plate cutting by a wedge.

Depending on the deformation mode which develops, the plate cutting phenom­
ena described in literature can be divided into three categories, see Figure 1:

1. Stable or clean curling cut. The plate is separated at the tip or in front of the
wedge and rolls and folds to the same side during the entire process.

2. Braided cut. The plate separates at the wedge tip as in the clean curling cut
but the deformed flaps fold back and forth.

3. Concertina tearing. The plate folds back and forth in front of the wedge while
it is torn at remote boundaries.

The experimental and theoretical analyses of these three classes fall into two
main categories;

• "Initiation or transient wedge penetration". The wedge penetration is consid­
ered from the point of initial contact between wedge tip and plate edge to the
point where the mean resistance force reaches a constant level. Normally the
initiation phase can be assumed to terminate when the shoulders of the wedge
enter the plate, [12]. Since the maximum width of the penetrator in the plate
increases with penetration, the reaction force is also an increasing function of
the penetration. This process was initially considered as an idealization of a
rigid ship bow penetrating into the deck-plating of another ship in a collision
but recently it has also been applied to groundings. Several authors, for ex­
ample [17], [5] and [18], have applied results or models for this process as an
approximation to problems of 'steady state penetration' described below.

• "Steady state penetration". If the penetrator has a finite width, the plate
reaction force will reach a constant mean level after a certain penetration and
the process is then said to be in steady state. This process is considered an

4
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Figure 1: Photographs of three cutting modes: clean curling cut, braided cut, and
concertina tearing with corresponding force-displacement diagrams
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idealization of a rock pinnacle or ice reef cutting through a ship bottom in a
grounding or ice collision event.

For each of the three examples shown in Figure 1, the deformation was large
enough for the steady state to be reached so the figure shows the deformation and
the reaction in both the initiation and the steady state phases.

The present paper is concerned with the clean curled cutting so whenever the
term 'cutting' is used in the following without further explanation it refers to this
specific cutting mode.

3 Previous work

A thorough literature review was presented recently (1990) by Lu and Calladine,
[12], but since then the list ,of relevant publications has been expanded. A brief
summary of literature pertinent to the field of plate cutting is given below.

The basic geometrical features of the cutting set-up used in the reported exper­
imental work is shown in Figure 2.

Figure 2: Cutting set-up

The definition of the inclination angle, 0, varies; some perform experiments with
an inclined plate and some incline the cutting edge as shown in Figure 2.

Earlier experiments were performed with drophammer tests but to eliminate
dynamic effects - which are difficult to interpret - most recent work is all based on
quasi-static testing.

Several authors developed simple formulas giving the energy absorbtion, W, as
a function of the penetration, l, in the plate. The reaction force, F, is then cal­
culated from W(l) as F(l) = ddlf with a correction factor when needed due to the
inconsistency of dimensions. In the next section the formulas are compared.

The notation used in the paper is given below.

6



F Reaction force from plate on wedge (N)
W Absorbed energy (Nm)
1 Length of penetration into plate (mm)
t Plate thickness (mm)
Jt Crack tip opening displacement (mm)
Jt Non dimensional crack tip opening displacement, Jt = Jdt
2() Semi wedge angle
2B Shoulder width of wedge
b Spacing between longitudinal stiffeners
J.L Coefficient of friction
a Angle between cutting edge and normal to plate
U y Initial yield stress
Uo Energy equivalent flow stress

Not all of the empirical formulas listed in the following are dimensionally con­
sistent, i.e. they are not independent of the dimensions of the involved parameters.
If not defined otherwise, F is in [N], W is in [Nm(= J)], and l, t is in [mm].

Akita and Kitamura (1972), [2] and [3], conducted tests with penetration of
a rigid wedge into a steel plate. They proposed a simple conceptual model in which
the plate exerts a normal compressive stress of U y onto the plate over the nominal
contact area. Equilibrium then gives the total resistance force of the plate as

F = 2uytltan() (1)

The analysis does not take the actual deformation mode of rolling plate flaps into
account and as it is shown in Figure 3 of the next section, the proposed formula,
Eq. (1), overpredicts the actual plate resistance.

Vaughan (1978,80), [28], [29] used the experimental data of Akita and Kita­
mura, [3], together with Minorsky's formula, [16], to estimate the damage suffered
by a ship bottom cut by a reef or ice. Vaughan assumed that the energy would be
absorbed in two mechanisms, plastic deformation and creation of new surfaces by
fracture, and thus came up with an two term empirical expression for the energy
absorbtion:

W - 33.3l t + 0.093l2 t tan()

F = 33300t +0.19lttan()

(2)

(3)

Vaughan subsequently performed sixty four drop-hammer experiments, [29], with
both t and () varying. Based on the same idea of two major energy absorbing
mechanisms, he obtained the expression

7



W = 5.5l t1.5 +0.004412 t2 tane

F = 5500 t1.5 +8.8l t2 tane

(4)

(5)

All experiments were performed with the plate tilted an angle, a = 10°, because
it was discovered that with this orientation, the cutting of the plates occurred by
flaps rolling up on one side ('clean curling cut'), in contrast to the more complicated
back-and-forth bending ('braided cut') which is characteristic when a = 0°.

The reaction force is seen to have a finite value at zero penetration so for small
penetrations, these formulas do not correspond to actual reaction forces.

Woisin (1982), [33], performed drop-hammer tests with a = 0° and 2e = 30°,
70°, and 100°. Woisin gave the following formula which is independent of wedge
angle, for the cutting energy of mild steel plates:

W _ 4.8lt1.7

F _ 4800t1.7
(6)
(7)

Jones, Jouri, and Birch (1984-87), [9] , [10], and [11], performed drop­
hammer tests on mild steel plates with a = OO,t = 1.6 - 6.1mm, and 2e = 15°, 30°,
45°, and 100°. A summary of the testing of eighty nine specimens is given in [10].
The energy absorbing mechanisms - cutting, bending, elasticity and friction - were
identified and an attempt was made to partition the energy delivered between them.
Bending and friction energy is found to amount to about 10 %each, elasticity effects
are neglectable, and the remaining - i.e. the energy absorbed in cutting - is found
to be given by the formulas

{
3.9lt1.44

W = 7.2lt1.31

with corresponding resisting forces

for U y = 255 M Pa
for U y = 399 M Pa

(8)

_ {3900t1.44 for U y = 255 M Pa
F - 7200t1.31 for U y = 399 M Pa (9)

It is seen that the reaction force is not a function of the penetration. This does
not correspond to observations from quasi-static tests where the reaction force is a
continously increasing function of the penetration, see Figure 1.

Atkins (1988), [6], presents the scaling laws for bodies undergoing simultaneous
plastic flow and crack propagation. Assuming rigid-plastic behaviour the energy
scaling for prototype (p) and model (m) follows
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(10)
W" >.2(>.e + 1)
Wm = (e +1)

where>' is the geometrical scale factor and eis the ratio between the rate of energy
dissipation in the far field deformation and the rate of energy in the crack tip zone
in model scale.

It is argued that fracture is a governing parameter for the plate cutting process,
see also [8]. By analysing the results of Jones, Jouri and Birch, [10], [11], and
Lu and Calladine, [12], Atkins made an attempt to separate the energy dissipating
mechanisms and find the variance of e. Several difficulties were encountered though,
and it seems that more experimental data would be needed before an approach of
scaling is applicable to practical problems. It should be noted that in the work
outlined below (for example Lu and Calladine, [12]) all energy is assumed to be
dissipated in plastic How so the scaling of energy, W"IWm , follows >.3 corresponding
to e= 00.

Lu and Calladine (1990), [12], performed quasi-static cutting tests with 35
case hardened mild steel plates (0: = 0°, 10°,20° and 28 = 20°, 40°) and by using
Buckingham's dimensional analysis they found the formula

W = 01.3 Uy [1.3 t1.7 for 5 < lit < 150

The corresponding force becomes

(11)

(12)

where 01.3 is a purely empirical constant which depends on the cutting conditions
such as wedge and tilt angles. Unlike Eqs. (2-8), the formula by Lu and Calladine
is seen to be dimensionally consistent.

As it will be discussed in more detail later, Lu and Calladine made valuable
contributions to the field by discussing the effect of friction, fracture and dynamics.
Also, [12] presents the first attempt to investigate the effect of a finite shoulder
width and thus the phase of steady state cutting.

Wierzbicki and Thomas (1993), [32], have developed an analytical model
for prediction of the cutting force and derived an expression, identical in form and
characteristics to the results presented by Lu and Calladine:

F = 3.28 Uo j.L0.4lo.4 t1.6 ~.2 (13)

for a coefficient of friction, 0.1 < j.L < 0.4 and a wedge angle, 10° < 8 < 30°. It is
the first publication where a coefficient of friction, j.L, and a fracture parameter, ~t,

enters the expression explicitly.
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Paik (1994,95), [18] and [19], has investigated the cutting response of stiffened
steel plates. In [18], the analysis is based on dimensional analysis, fifty cutting
experiments, and the hypothesis that longitudinal stiffeners can be included by
using an area equivalent plate thickness, teq • By applying a least-square best fit to
the experimental data, Paik expressed the energy absorbtion and cutting force as

W - C1.5CfUO t~~5l1.5

F - 1.5 C1.5Cf UO t~~5lo.5

with the coefficient, C1.5, being a function of wedge angle alone:

C1.5 = 1.112 - 1.1560 + 3.76002

(14)

(15)

(16)

and the dynamic correction factor, CJ' expressed as a function of the initial impact
velocity, V, as

Cf = 1.0 - 0.042V +0.001V 2 (17)

In accord with Lu and Calladine, [12], Paik considers inertia effects to be negli­
gible whereas strain rate effects tend to raise the load level and dynamic effects on
friction tend to lower the load. In all, it is interesting to note that CJ is found to be
a decreasing function of the impact velocity, for example CJ = 1 at V = Om/s and
CJ = 0.67 at V = 8m/s. It should be noted that the correction factor, CJ is found
from the drop hammer results of Jones and Jouri, [10]. In drop hammer tests the
velocity decreases from V to zero but this change in velocity has not been taken into
account in the derivation of CJ so Eq. (17) cannot necessarily be used in Eq. (15)
for an instantaneous velocity.

In [19], the effect of transverse stiffeners is discussed and it is proposed that
these should be included in the analysis in a discrete manner (as opposed to the
continuous 'smearing' technique proposed for longitudinal members).

Wierzbicki (1994), [30], developed a closed form solution for the reaction force
when a concertina tearing deformation mode (see Figure 1) develops. By assuming
a kinematically admissible deformation mode and applying the principle of virtual
work, the mean resistance force is found to be

[
2 (b) 1/3 6 ]

F = 2v'3uot
2 J3 t +1 (18)

Astrup (1994), [5], conducted experiments (20 = 600
, a = 100

, 2B = 250mm,
t = 15, 20 mm ) to investigate the cutting of thick plates with a wedge of finite
width. The observed failure modes were quite complex in that both stable plate
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cutting and concertina tearing modes were seen. It is noted in [5] that the measured
reaction force was generally 60 - 75 % higher than that predicted by the formula of
Lu and Calladine. It is argued that this difference is due to strain rate effects and
frictional effects. Another reason is that the test wedge had a finite shoulder width
whereas the formula of Lu and Calladine is based on the initial penetration. This
means that after the wedge shoulders have entered the plate a cutting mode different
to that observed in Lu and Calladine's experiments will develop. Large scours were
observed on the cut specimens and it is argued that a coefficient of friction equal
to 0.5 - 0.55 seems reasonable. By comparing the energy absorbtion in the initial
deformation with the drop hammer tests of Jones et al, [10], it is found that there
are no significant size effects in the cutting phenomenon.

Zheng and Wierzbicki (1995), [35], have developed a closed form solution
for the reaction force after steady state is reached. It is assumed that the cutting
process consists of three different energy absorbing mechanisms:

1. ductile fracture in a small zone in front of the wedge

2. bending of the plate in moving hinge lines

3. membrane deformation

A suitable model was postulated for the kinematics with one free parameter,
the so-called plate rolling radius, R. The rate of energy dissipation in each of the
three mechanisms listed above, is expressed as a function of this rolling-radius. In
compliance with the idea of a least upper bound, the total resistance is found by
minimizing the total resistance force with respect to the rolling radius.

The resistance force is given by

F - (7ot
2

[2 B + R 127 R 0 2802COS(O/2) (R + B)2] ( 0)
- 4 R +. cos + 1. 0 R 1 + pcott cos t

with the rolling radius,

(19)

R=B
2(t/B) + 1.2802cos(O/2)/cosO

1.27cosO + 1.2802cos(O/2)/cosO
(20)

Ohtsubo and Wang (1995), [17] presents an analysis method somewhat sim­
ilar to that of Wierzbicki and Thomas, [32]. A kinematic model is proposed and
the energy dissipation of the plastic flow in the tip zone and in rolling hinge lines is
calculated.

The expression for the cutting force becomes
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(21)

4 Comparison of Formulas for Initiation Cutting

Figure 3 shows a comparison of the proposed formulas for the initial cutting together
with the results of one of the experiments reported in [12]. The input data for the
calculations are given in Table 1.

Table 1: Main data for comparison example

Plate thickness,. t
Wedge angle, 2 ()
Flow stress, (1y = (10

Coefficient of friction, p.
Nondimensional crack opening displacement, C5t
Length of penetration, 1

0.9 rom
40 0

255 MPa
0.3
1 .

0-80 mm

Compu'Yon of 1Dit1a1 CuttlDl Force.
8000 r------.---....----r-----r----,;....--'T""""----r---,

70

VauchaD '80

Jon.. et.al.('87)
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2010

4000 ---------------

5000
l------I--~~~---I

g
,;
Cl..
~ 3000
III

~
::l

U
2000

1000

0
0

Figure 3: Comparison of several formulas proposed in the literature with the result
of one of Lu and Calladine's, [12], experiments
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It is seen that overall there is a significant difference between the formulas.
However, the latest formulas proposed by Lu and Calladine, Wierzbicki and Thomas,
Paik, and Ohtsubo and Wang show a similar trend which corresponds quite well with
the experimental result.

5 Prediction of Steady State Cutting Force

Lu and Calladine, [12] and Paik and Lee, [19], Astrup, [5], Yahiaoui et.al., [34] and
Zheng and Wierzbicki, [35] performed tests with wedges of finite width but the only
formula in which the wedge width enters explicitly is due to Zheng and Wierzbicki,
[35]. Based on the argument that the rock size in grounding is usually large, Paik
and Lee omit an analysis of the effect of wedge width. Although many rocks are
undoubtedly large it is even important to analyse the consequences of reef shaped
rocks, for example like the one that caused the catastrohic damage to Exxon Valdez.
The experimental results of Lu and Calladine, [12], Yahiaoui et.al., [34] and Astrup,
[5] are summarized in Table 2. In all of the reported tests, the wedge angle was
inclined an angle a = 10° in order to obtain the clean curling cutting mode shown
in Figure 1.

Lu and Calladine, [12], observed that the main features of the physical behaviour
and of the resulting load-deformation curve are of the same kind as in the initiation
cutting until the upper edge of the plate reaches the shoulder of the wedge whereupon
the resisting force remains practically constant as the wedge penetrates further. On
the other hand Thomas, [26], found that the initiation phase goes beyond the point
where the shoulders enter the plate - it is rather twice as long as suggested by Lu
and Calladine. Based on these observations it seems realistic to use the proposed
formulas for initiation cutting up to a certain point of penetration and assume that
the load level is retained from this point of penetration throughout the rest of the
deformation. This penetration, l, is then

2B
1= Kini -f) (22)

tan
with Kini = 1 - 2. Table 3 below presents results of this approach, i.e. the penetra­
tion, l, of Eq. (22) is used in the fon..1Ulas for initiation cutting, Eqs. (12, 13, 15,
21). Corresponding to the findings of Lu and Calladine and Thomas the value of
Kini is taken as respectively 1 and 2 in Table 3. Clearly, the approach is approxima­
tive because the deformation pattern shifts from a mode of cutting and curling in
the initiation mode to a mode of cutting, curling and membrane deformation in the
steady state phase. The particular deformation mode of the steady state phase was
considered by Zheng and Wierzbicki, 135], who derived Eq. (19).

The input values to the formulas used in Table 3 (B, t etc.) are taken corre­
sponding to the experimental results presented in Table 2. The coefficient of friction
is assumed to be 11=0.3.
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me an angJe, 0:' =
Experiments by 0"0 () 2B t F

(Mpa) (0) (mm) (mm) (kN)
1. Lu & Calladine, [12] 272 10 10 1.6 6.0
2. Yahiaoui et.al., [34] 270 45 19 0.75 2.5
3. Astrup, [5] 526 30 250 20 2250

Table 2: Experimental results for steady state cutting. In all experiments the wedge
was incr d I 10°

Table 3: Theoretical prediction of steady state cutting for the experimental results
of Table 2. The following abbrevations are used for the formulas used: L/C: Lu and
Calladine, WIT: Wierzbicki and Thomas, 0/W: Ohtsubo and Wang, Z/W: Zheng
and Wierzbicki.

Theoretical Prediction, Kini = 1

Theoretical Prediction, Kini = 2

Experiments by L/C WIT Paik °/W Z/W
Eq. (12) Eq. (13) Eq. (15) Eq. (21) Eq. (19)

(kN) (kN) (kN) (kN) (kN)
1. Lu & Calladine, [12] 5.81 5.88 6.37 7.05 3.81
2. Yahiaoui et.al., [34] 1.14 1.12 2.89 1.26 3.28
3. Astrup, [5] 1514 1459 2258 1588 1580.
Experiments by L/C WIT Paik °/W

Eq. (12) Eq. (13) Eq. (15) Eq. (21)
(kN) (kN) (kN) (kN)

1. Lu & Calladine, [12] 7.15 7.76 9.01 9.97
2. Yahiaoui et.al., [34] 1.41 1.48 4.08 1.78
3. Astrup, [5] 1864 1925 3193 2246

As in Figure 3, the difference between various theoretical predictions is seen to
be quite remarkable. It is interesting to note that the formula of Paik, Eq. (15),
corresponds well with all of the observed results when Kini = 1 is used. It should be
noted that if the coefficient of friction is increased to J.L = 0.55 as proposed by Astrup,
[5], the theoretical prediction for Astrup's results of Ohtsubo/Wang (Kini = 1) and
Zheng/Wierzbicki rise from 1588 kN, 1580 kN to 2041 kN and 2030 kN respectively.
These results are seen to correspond quite well to the experimental value of 2250
kN.
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6 Problem Statement and Basic Idea of Model

The remainder of the present paper is concerned with derivation and verification of a
theoretical model for analysis of steady state cutting of a metal plate by a prismatic
wedge.

The ultimate goal of these studies is to be able to analyse an assembled ship
bottom structure which is significantly more complex than just a bare plate. The
approach taken here is to postulate the displacement and strain fields and then,
by use of the principle of virtual work, find the resisting force of the plate. The
advantage of this type of approach over a purely experimental one is that once the
major deformation and energy dissipating mechanisms are identified, it is possible to
consistently add stiffeners to the plate and find the energy dissipation and resisting
force of the total assembled structure, see [22]. To derive general expressions for the
resistance of such a hull bottom assembly from experimental data alone seems to
be an overwhelming task. The idea of smearing longitudinal stiffeners presented by
Paik, [18], is promising but for use in design of complex structures it would seem
unable to capture all the effects of structural details.

The basic idea of the present approach is illustrated below. A prismatic wedge
cuts through a ductile plate which is assumed to deform as shown in Figure 4. Since
the process is considered to be in steady state this picture of the deformation does
not change in time.

There are three energy dissipating mechanisms in the considered deformation
mode:

• Moving hinge lines

• Membrane deformation of the plate

• Material separation in the crack tip zone

In reality, there is no clear distinction between these mechanisms but it has
been shown in several areas of sheet metal deformation and fracture that such a
separation of energy absorbing mechanisms often adequately represents the observed
behaviour leading to great simplifications of the theoretical analysis, see e.g. Atkins,
[6], Alexander, [4], and Wierzbicki and Abramowicz, [31].

It is worth to note that the material flows through the deformation zone shown
in Figure 4 and 5 in contrast to many structural problems where the volume of
deformation is stationary within the structure. The present deformation pattern re­
sembles one of fluid flow around a blunt body. Similar to most of fluid flow solutions
an Eulerian description of motion is used. As illustrated in Figure 4 the material
flow is described in a (~, 7]) coordinate system where ~ follows the streamlines and
7] is in the perpendicular direction. As a material element moves along a streamline
it experiences bending as it passes the OP-line followed by a continuous increasing
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shear deformation as it moves towards the wedge shoulder. If the material element
is close to the centerline it experiences an additional tensile deformation in the per­
pendicular (ry-) direction as it passes the zone of plate separation in front of the
wedge.

Figure 4: Assumed mode of deformation
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Figure 5: Necessary straining illustrated by gap width
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Moving hinge lines.
The moving hinge line OP in Figure 4 changes the curvature of the undisturbed
plate from 0 to 1/Rt and the hinge line CD reverts the curvature back to zero so
that there is a straight plate flap conforming to the wedge sides. The rolling radius,
Rt is kept as a variable in the formulation and taken as the value which gives the
lowest rate of energy dissipation. In the wake of the wedge, the rolling radius is
R = Rt/cosO. The assumed mode of deformation with plane flaps conforming to the
wedge corresponds well to the experimental observations of Astrup, [5], Yahiaoui,
[34], Rodd and MacCampbell, [21), and Lu and Calladine, [12).

Membrane deformation.
Figure 5 shows the geometry that is seen if the plate was cut at the center line and
along the edges PT, PQ and folded without membrane deformation of the plate (this
could be done with a piece of paper and a pair of scissors). Then, the gaps between
the plate edges PT and PQ are indicative of the amount of membrane straining
necessary for material continuity during the cutting process. In the large scale tests
of Astrup, [5], a few lateral cracks were also observed (along line PT in Figure 5)
but for thin plates this is not seen.

The necessary straining can be accomomdated by an infinite number of possible
strain fields. The actual strain rate field is the one that minimizes the instantaneous
rate of energy dissipation of material flow, fracture and friction. Little is published
about the strain field in steady state cutting but useful information can be obtained
from inspection of cut specimens. The cut plate will transmit direct tensile (or
compressive) stresses in the edirection, "and likewise tensile strains will develop.
This can be deduced from Figure 1 for the curled cut where the deformed plate is
seen to be buckled. During the cutting process, the longitudinal plate fibres are
stretched in the deforming zone at the wedge front, and instead of recompressing
back to the original length leaving straight flaps in the wake, the plate buckles.
As mentioned, however, the plating of a ship structure has stiffeners attached to
it and the presence of longitudinal stiffeners which are often quite substantial tend
to prevent the development of tensile deformation in the longitudinal direction of
the hull structure when the deformation is large enough for the longitudinals to be
involved.

The hull plating will rather deform in a mode where longitudinal fibres are
sheared with respect to each other. Such a deformation mode of predominantly
shear in the (e, 1]) coordinate system (see Figure 4) was reported by Turgeon, [27],
for small scale tests without fracture and by Rodd and MacCampbell, [21] for large
scale grounding tests with a double bottom being deformed by a conical rock. Figure
6 shows the failure mode of the test reported by Rodd and MacCampbell. Significant
shear bands are observed in the bottom plating.
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Figure 6: Failure mode of ship bottom observed in NSWC Test no 1, [21], (worm's
eye view)

Also, in the large scale cutting tests of Astrup, [5], the deformed plate flaps were
seen to be nearly plane, indicating shear rather than tensile deformation. Based on
these observations, the present formulation for the membrane deformation rests on
the assumption that the in-plane strains in the far field are all shear strains. It is
recognized that this is not always the case but as it will be argued later this as­
sumption greatly simplifies the analysis. Since longitudinal fibres are not stretched,
the present model also provides a realistic basic deformation pattern model for the
case of a longitudinally stiffened plate.

Near tip plate separation. Although the process of the near tip crack zone has
been considered explicitly by several authors no-one has yet applied a theory to the
problem of plate cutting which covers in detail and generality the material splitting
process. Lu and Calladine, [14], argue that the cutting process can be described at
a sufficient level of accuracy with the flow stress as the only material parameter.
A discussion on this topic is given by Atkins and Lu and Calladine in [8] and [13].
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Stronge et.al., [24], [25], performed an experimental and theoretical study on the
problem of tube splitting and concluded that the relative contribution of the tearing
energy to the total energy dissipation is small. This supports those of the presented
analyses of Section 3 where fracture parameters are not included. Several authors
leave material fracture parameters out of the analysis based on the observation that
the crack tip stays right at the wedge tip so that the separation process is one of
plastic flow rather than fracture. For highly ductile specimens as those thin plates of
mild steel used in several of the reported model tests being cut by a sharp wedge it
is true and not too surprising that the plate separates at the cutting edge. However,
for less ductile specimens - for example thick hull plating, [5], or other types of
material, [12] - or blunt nosed wedges, [21], [15], the crack was observed to run
ahead of the wedge and a general theory should therefore cover this situation and
thus consider the fracture toughness of the material.

In the large scale double bottom grounding tests reported in [21], an unstable
crack was seen to unzip a part of the structure in front of the wedge. A stable crack in
the outer bottom propagated with the penetration of the rock but at a certain point
of penetration the crack suddenly propagated through a transverse bulkhead far into
the inner hull plating. To capture this complex type of behaviour would require very
detailed elasto-plastic calculations. Theoretically, the finite element method would
be applicable but for practical use in design it is too labour intensitive so the present
approach is based on a less accurate rigid-plastic analysis.

The question of whether fracture should be included or not is handled in our
mathematical model by choosing between purely plastic flow or fracture depending
on which of the two alternative modes gives the lowest energy dissipation. This
corresponds to normal fracture criteria for ductile materials, see for example Atkins,
[7].

7 Basic Equations for Plasticity, Fracture and Fric­
tion

When external loads are applied to a deformable structure, the power of these loads
must be equal to the incremental energy stored elastically or dissipated in the struc­
ture. Assuming a rigid-plastic structure, no elastic energy can be stored and the
power of the external loads thus equals the rate of energy dissipated by plastic
deformations, fracture and frictional effects on the structure surface. This can be
expressed as;

(23)

where
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F is the resisting force of the structure in the direction
of V

V is the relative velocity between ship and rock
Bp is the rate of plastic energy dissipation.
Be is the rate of energy dissipation in the crack tip zone.
BJ is the rate of energy dissipated by frictional forces

on the surface of the structure
FP,e is the so-called plastic resistance which here includes

both plasticity and fracture
J1. is the Coulomb coefficient of friction
p is the normal pressure on the rock from the plate element dB
B denotes the contact area between rock and plate
Y;.el is the relative velocity between rock and plate element, dB

In the present model, the internal energy dissipation and frictional effects are con­
sidered separately without coupling. Kinematically admissible displacement fields
are constructed according to Figure 5 and from the assumed deformation fields, the
corresponding rates of energies, Bp , Be and BJ are calculated. The assumed kine­
matics of the deformation has one free parameter, the plate rolling radius R, and it
is postulated that the actual deformation mode is the one that minimizes the total
rate of energy dissipation.

Supporting our approach, Atkins, [6], [7], has shown that the rigid-plastic ap­
proximations to tearing problems often adequately represent observed behaviour
when fracture is accompanied by, or preceded by, extensive plastic flow. Examples
(other than plate cutting) which include both fracture and far field deformation are
tensile tearing of a deep double-edge notched (DEN) specimens and trouser tearing.
The basic idea of the methods for finding the specific work of fracture, Ge , is to
perform experiments to determine all parameters but Be in Eq. (23). Then, from Be
and the kinematics of the specific problem, Ge can be determined. As mentioned,
the distinction between a crack tip zone and the far field presented by Atkins is also
applied in the present analysis.

Plastic Energy Dissipation in Far Field
With rigid-plastic material obeying von Mises yield criterion the plane stress yield
condition can be written as;

F 2 2 +3 :2 2 0 (24)= 0'x:r: + 0':r::r:0'1I1/ + 0'JIJI 0':r:1I - 0'0 =
where 0'0 is the uniaxial yield stress. For real construction materials 0'0 is a function
of strain history and strain rate. Here, 0'0 is considered constant and equal to an
average flow stress for the considered process. Thus, the flow stress is higher than
the initial yield stress but lower than the ultimate stress, O'tI.. Following Abramowicz
and Wierzbicki, [1], an estimate of the energy equivalent flow stress is 0'0 = 0.92· O'tI..
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For a deforming plate of area S, the rate of internal energy dissipation can be
expressed as;

E p = Em + Eb = l Na (3ia (3 dS +l Ma(3K,a(3 dS (25)

where Na (3, Ma (3 are components of the membrane force and bending moment ten­
sors, and i a (3, K,a(3 are the corresponding generalized strain and curvature rates
calculated in the deformed configuration. The two terms in the above equation
represent the rate of membrane and bending energy dissipation, Em and Eb respec­
tively. In general Na (3 and Ma(3 in Eq. (25) are related by the yield condition,
Eq. (24). However, this interaction between moments and 'membrane forces is very
cumbersome to handle analytically and it is neglected in the present analysis.

It is assumed that the deformation zone consists of a series of discrete moving
hinge lines and a number of deforming plate elements. Taking the rock to be station­
ary, the hull deformation can be thought of as a steady-state flow of hull material
past the rock. Since the material moves through a deformation zone, it is convenient
to introduce a spatial-Eulerian coordinate system (~,'7), where ~ is directed along
the material stream lines and '7 is perpendicular to them, see Figure 4 and Figure
5.

The material derivative of a given quantity [ ] is, in general, composed of two
parts;

where the components 0 fthe gradient vector, \7, and velocity vector, Va, are;

(26)

T'7 _ [ %~ ]
v - 0/0'7

V _ [o~ 0'7]
a- ot'ot (27)

For a steady-state process the time change of any quantity, [], at a given location
is zero. Therefore, the first term in Eq. (26) vanishes. Furthermore, since material
points follow the stream lines with a velocity of V, 0'7/ot = 0 and o~/ot = V.
Therefore, for steady state flow Eq. (26) reduces to

(28)

(29)

The rate of membrane energy dissipation in Eq. (25) for a plate strip of width
dry can be expressed as

. l(b
dEm = t ua(3 i a (3 d~ dry

(" .

where (~a, ~b) are boundaries of the local plastically deforming zone. By using the
yield condition, Eq. (24), and the associate flow rule, Eq. (29) can be written as
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(30). 2 leb -if.2 ·2 •• ·2
dEm = M(JO t cee +c"" + ceec"" +ce" de dryy3 ell

For a steady state process Eq. (28) can be used to transform the timely strain
derivatives of Eq. (30) into space derivatives. Then, by assuming proportional strain
paths and performing the integration over the length of the deformaton zone from
ea to eb, the expression for the rate of membrane energy dissipation becomes

(31)

where [ceq] is the change in equivalent strain of a material element from entering to
leaving the deformation zone. The equivalent strain is given by

(32)

Using Eq. (28) it can be shown, [23], that the rate of bending energy dissipation,
dEb, for a plate strip of width dry is

(33)

where dL is the length of the hinge line, [Knn] is the jump in curvature over a hinge
line, Vn the normal velocity of the hinge line, and Mo is the plane strain fully plastic
bending moment per unit length;

M - ~ (Jot
2

(34)
0- V3 4

Expression Eq. (33) should be integrated over all hinge lines appearing in the
given problem.

Energy Dissipation in Crack Tip Zone
As mentioned in Section 6 several different views on how to treat the tip zone process
theoretically have been presented.

One approach is to use the ductile fracture toughness, Ge, giving a rate of energy
dissipation in the tip zone of

(35)

where A= t V is the rate by which new area is generated.
One disadvantage with use of Eq. (35) is that Ge is highly dependent on the actual

strain history up to the point of fracture. For mild steel Atkins, [7], reports values
of Ge ranging from 20D-1000 kJ1m2 depending on the fracture mode so carefully
planned experiments have to be carried out to determine the actual values of Ge •
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For very ductile materials or narrow sharp wedges the plate does not separate
in a true fracture mode but the material is rather forced to flow around the wedge
making the use of a fracture toughness parameter questionable. The rate of energy
dissipation for this alternative mode of purely plastic flow is an integral over the
volume of the tip zone;

Be = is (Jo i eq t dStipzone (36)

The choice of deformation mode in the present formulation is based on the stan­
dard fracture mechanics approach of choosing the deformation mode (Eq. (35) or
Eq. (36)) that gives the lowest rate of energy dissipation.

8 Energy Dissipation in Plasticity and Fracture

The basics for the development of the expressions for the rate of energy dissipation
in the tip zone and in the far field has been described in Sections 6 and 7. The
final expressions are derived below. The deformation in the far field is divided into
membrane deformation and bending.

Tip zone
The energy dissipation rate for this process is given by Eqs. (35) and (36). In order
to evaluate the integral of Eq. (36) we assume that the strain field is dominated
by tensile strains in the lateral (TJ) direction. This is not fully consistent with the
assumption that the PT-PQ gap in Figure 5 is accomodated by shear strains alone
but estimates indicate that the effect of shear in the tip zone is small. Indeed, due
to symmetry, the shear must be zero at the center line.

Following Eq. (36) it is sufficient to consider the total equivalent strain of the
material in the wake of the cutting edge. With cee = ce'l = 0, the final expression
is found as an integral over the width of the plastic zone in the wake of the cutting
edge;

Ee - 2 (Jo V t f [ceq] dTJ (37)

- 2 (Jo V t i~u [~C'l'l] dTJ (38)

4
(39)- J3(Jo Vt Vo

where TJI and TJu denote lower and upper boundaries for the strain field in the lateral
direction on one side of the center line and Vo is half of the maximum gap width
between the plate curls in front of the wedge.

In Appendix A it is shown that
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Vo ~ 0.16 R eos2
() (1 +0.55 ()2)

giving the final expression as

. 0.64 2 2
Ec = 0 (10 V t Reos () (1 +0.55() )

(40)

(41)

Far field, membrane deformation
As discussed in Section 6 we assume that material over the PT-PQ gap shown in Fig­
ure 5 is accomodated by shear strains; the plate deforms as a bundle of longitudinal
inextensible chords.

From Eq. (31) the rate of energy dissipation is found as an integral of the equiv­
alent strain over the width of the plastic zone in the wake of the wedge, for example
along the PT-line, see Figure 5;

Em - 2110 V t J:: [~el'] d~ (42)

l~T [2 1 (au av)] (43)- 2(10 Vt ~p 02 aTJ + ae dTJ
2 2

(44)- 0(10 Vt [up - UT] = 0(10 v tUo

where Uo is the distance between Q and T in Figure 5. In Appendix A it is shown
that Uo ~ B () so the final expression becomes

·2'
Em = 0 (10 V t B () (45)

Far field, bending
As illustrated by Figure 5, the steady state cutting process involves several areas of
bending. The relevant bending radii are the radius at the side of the wedge, R, and
the radius in front of the wedge, Rt.

For point T to be at the shoulder wedge, the relation between these radii becomes

Rt = Reas()

The three primary bending mechanisms are;

(46)

1. Initial curling; the curvature of the undeformed plate changes from 0 to 1/Rt

(hinge line OP).
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2. Hinge lines at wedge front; the plate is straightened out so that the curvature
is reverted from 1/Rt back to 0 for a part of the plate (hinge line CD).

3. Bending around the wedge shoulder (line PT).

The hinge lines of point 2 and 3 above are in areas of high membrane straining
so if the true interaction on the yield curve (Eq. (24)) was taken into account these
hinges would give very limited resistance and they are therefore neglected in the
following.

Since the jump in curvature is [h':nnJ = 1/Rt = 1/R cos() and the total width of
the hinge line perpendicular to the direction of motion is B +R, the final expression
for the rate of energy dissipation due to bending becomes (see Eq. (33))

Eb - 2JV Mo [h':nn] dTJ

lTo t 2 (B +R) V
.j3 Rcos()

9 Friction and Perpendicular Reaction

(47)

(48)

Friction is an important energy dissipating mechanism. Wierzbicki and Thomas,
[32], and Ohtsubo and Wang, [17], use a factor for the effect of friction on the plate
resistance;

F Jl
9=-=1+- (49)

Fp,c tan()

which indicates that friction increases the resistance by 52 % for the example of
J.l = 0.3 and () = 30°. In a study of tube splitting on a fiat die, Stronge et.al., [25],
use a friction factor of 9 = 1/(1 - Jl). For the case of aluminium against a steel die
they measure a coefficient of friction of J.l =0.56 giving a friction factor of 9 =2.27.

As indicated by Eq. (23) we assume a Coulomb type of friction where the fric­
tional stress at the interface between plate and wedge is proportional to the normal
pressure and it is shown below that the friction factor, 9, can then be consistently
derived from Eq. (23) and requirement of equilibrium. Noting that the surface, S,
in Eq. (23) is plane and assuming that \!;.el is constant over this surface gives the
expreSSIOn

F· V = Fp,c' V +2Jl N \l,.el (50)

where N is the normal force one of the front wedge sides.
The relative velocity, \l,.el between the plate and the wedge at the contact area

is assumed to be inclined an angle, " from the plane of the plate, Figure 7. This
angle depends on the rolling of the plate curls on the wedge and it can be shown
that' must be bound by 0 and (), 0 ~ , ~ ().
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Figure 7: Definition of direction of relative velocity and free body diagram for wedge

Pippenger reports scouring traces on a lJ = 450 wedge to have' = 22.50 and
( = 17.90 for experiments with Q = 700 and Q = 450 respectively. As an estimate
we will thus use' = lJ /2 which also makes sense intuitively.

The tangential friction force on the wedge is in the same direction as 'V;.el. Figure
7 shows the direction of 'V;.el and a free body diagram of the wedge.

It is seen that horizontal equilibrium can be expressed as

- N sinlJ + p. N coslJ cos, ::}
F
2

N -
F

2(sinlJ + p. coslJ cos,)

(51)

(52)

Inserting into Eq. (50) gives

F = Fpc (1- _.__.;...p. )-1
, smlJ + p. coslJ cos,

(53)

If we use consider the example of lJ = 11"/2 and , = 11" /2, corresponding to the
tube splitting process, the friction factor becomes 9 = 1/(1 - p.) which is the same
expression as used by Stronge et.al., [25].

Inserting' = lJ/2 in Eq. (52) gives the final expression for the friction factor;

F ( )-19(P., lJ) = - = 1 - P. (54)
Fp,c sinlJ + p. coslJ cos (lJ /2)

It is seen that this expression is different from that used by Wierzbicki and
Thomas, [32], and Ohtsubo and Wang, [17], Eq. (49). Eq. (49) gives lower values
for 9 than our Eq. (54). At p. = 0.3 and () = 100 ,300 ,450 the difference is 3.2 %,
9.0% and 13 % respectively.

The reaction force, Fv on the plate perpendicular to the direction of motion is
the vertical component of the friction force p.N:
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(55)

Fv - -2/-l N sine
_ F -2/-l sine

2(sinO + /-l cosO cosO

With' = (} /2 the ratio between the vertical reaction and the horizontal resistance
thus becomes

k(/-l 0) = Fv = -/-lsin(0/2) (56)
, F sinO + /-l cosO cos((}/2)

Using the approach described above, Pippenger, [20], has derived the relations
corresponding to Eqs. (54, 56) for the case of a wedge which is inclined an angle, a
(see Figure 2), from the direction perpendicular to the plate. Keeping the relations
in their most general form but modifying Pippenger's expressions according to the
assumption l!,.el = V we get;

F
Fp,c
Fv
F

- 9 = ( 1 - sinl' sinll' + Jl (CDSO'~S( + sin( CDSI' sinO') ) -1

= k = cosf3 - /-lsin( sinf3
sinf3 sinO' + /-l (cos(}' cos( + sine sinO' cos(3)

(57)

(58)

where 0' is the projected wedge angle and f3 is an intermediate value;

0' - tan-l(tanO cosa)

f3 = tan-l (1/(sin(}' tana))

(59)
(60)

For a = 0, it is seen that 0' = 0, f3 = rr/2 and with (= 0/2 Eqs. (57,58) reduce
to Eqs. (54, 56) as expected.

Figure 8 shows the friction factor, 9, as a function of wedge angle, 0, for /-l =
0.3,0.45,0.6 and a = 10°. Taking /-l = 0.3, a = 10° and 0 = 10°, 30° and 45°
gives friction factors, 9, of 2.8, 1.7 and 1.5, respectively indicating a very significant
contribution of friction to the total plate resistance.

It should be noted that the effect of friction comes as a factor which is indepen­
dent of the rolling radius, R. Likewise, the plastic/fracture resistance derived in the
previous section was found to be independent of /-l so the radius which minimizes the
resistance force becomes independent of /-l. This does probably not reflect realityl
but at present there is not sufficient information available about this problem to
improve the model in this respect.

1 For the tube splitting process, Stronge et.al., [25] use an expression for the plate rolling radius
which is a strong function of 1J
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Figure 8: Friction factor, g. p, =0.3,0.45,0.6 and ° = 100
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Also, it should be noted that all of the contact pressure is assumed to be on the
front plane sides of the wedge. However, the cornerpoint at the shoulders and the
front tip might transmit some force. The effect of the shoulders will tend to increase
the friction factor whereas the force on the front tip tends to lower it. For wedges
with sharp edges the effect of these edge irregularities is believed to be small but
for some types of idealized rocks, like for example the cone shaped rock analyzed by
Rodd and MacCampbell, [21], these effects are dominating and prediction of 9 and
k becomes a cumbersome task.

Figure 9 shows k as a function of wedge inclination angle, 0, for () = 450 and
p, = 0.3,0.45,0.6. For small inclination angles, 0, the vertical component of the
frictional force dominates over the normal force, and the total vertical force is thus
negative.

10 Total Reaction and Verification

The problem of two alternative deformation modes in the tip zone in front of the
cutting edge was described in Sections 6 and 7. Below, the resistance force is derived
for both alternative modes.

Combining Eqs. (23, 41, 45, 48 and 57) gives the plastic/fracture resistance force
on the plate for the mode where the crack does not run ahead of the wedge;
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{
0.64 2 2

- g(J.L,O, a) V3 uotRcos 0(1+0.550)+

2 B° Uo t
2

(B + R) }-uot + MV3 y3RcosO
1

R ::; B /2 = 1.75B
7l' - 1

(61)

(62)

The limit of R, Eq. (62), comes from the general kinematic requirement that
the deformed plate flaps must be in contact with the wedge. The rolling radius, R,
which gives the lowest resisting force becomes

(64)

Bt
R = 0.64 (1 +0.55(2) cos30 (63)

In the alternative crack tip deformation mode where the crack runs ahead of the
wedge, the rate of energy dissipation in the tip zone is not a function of R and the
total rate of energy dissipation does therefore not have a mathematical minimum
as above; it is a monotonically decreasing function of the rolling radius. Using the
maximum allowable rolling radius for kinematic consistency, Eq. (62), with Eqs.
(23, 35, 45, 48 and 57) then gives the resistance force as

2 1.57 Uo t 2

F=g(J.L,O,a){Gct+ r,:;uotBO+ V3 }
y3 3 cosO
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In order to verify the derived equations, the experimental results showed in
Section 3 are considered again. Application of Eq. (64) imposes the difficulty that
the fracture parameter, Ge is unknown. Lu et.al., [14], perform an experimental
study on tearing energy in splitting metal tubes and present an expression and test
results for mild steel plates which seems to be independent of plate thickness (at
least for thicknesses between 0.5 mm and 1.5 mm);

Ge = 8.8mmCTu cJ (65)

Assuming that the separation process in plate cutting resembles that of tube
splitting, this relation is applied below. However, as also stated by Lu et.al., the pa­
rameter, Ge , is a crude one to use in other problems than the specific one considered
in the test because the tearing energy is highly dependent the detailed stress-strain
state in the process. This was also noted by Atkins, [7] who reported values for Ge

ranging from 200 - 1000 kJjm2 depending on the type oftearing process. Therefore,
to apply expressions like Eqs. (64, 65) really requires further work on the detailed
ductile separation process.

The friction factors, 9, in the following verification examples are calculated from
J.L = 0.3, a = 10°. The fracture strains of the three experiments are assumed to be
0.25, 0.25 and 0.15 respectively giving fracture toughnesses of600kJjm2 , 600kJjm2

and 700kJjm2 •

Table 4 shows a comparison between the theoretical prediction of the two pre­
sented models and the experimental results which were also presented in Table 2.

Table 4: Steady state cutting. Theoretical predictions and experimental results for
three tests.

Experiments by g from R (mm) F(kN) F(kN) F(kN)
Eq. (54) Eq. (63) Eq. (61) Eq. (64) Measured

1. Lu & Calladine, [12] 2.81 3.59 5.58 5.72 6.0
2. Yahiaoui et.al., [34] 1.50 4.85 3.53 3.58 2.5
3. Astrup, [5] 1.67 72.3 2372 1722 2250

The theory, Eq. (61) with Eq. (63), over predicts the forces of the three reported
tests by - 7 %, 41 % and 5 %. Thus, except for the test of Yahiaoui, [34], there is
seen to be very good agreement between theory and experiments even though the
scale of the problems is different by an order of magnitude. Also, it is noted that
the difference between the two calculation models, Eq. (61) and Eq. (64) is small.

Table 5 shows how the energy dissipation is distributed between deformation
mechanisms and friction when the plate resistance is calculated from Eq. (61).
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Table 5: Partitioning of energy between deformation mechanisms and friction. Cal­
culation model assuming purely plastic flow at wedge tip. E tot = E c + E b + Em.

~ = E far field/ Etip zone

Experiments by Friction Front tip Shear Bending ~
(g-1) .L... .§.m.. ..& (Em+Eb)

(} E,,,, E,,,, E,,,, Er

1. Lu & Calladine, [12] 64 % 29 % 22 % 49 % 2.5
2. Yahiaoui et.al., [34] 33 % 10% 74 % 16 % 8.7
3. Astrup, [5] 40 % 17 % 56 % 27 % 4.9

It is interesting to note how differently the energy is distributed in the three
examples due to different wedge angles, plate thicknesses and wedge width, and it
indicates why it is difficulty to derive formulas that capture all dependencies on a
purely empirical basis. The last column in Table 5 shows the importance of the tip
zone process relative to the far field deformation. It is clear that the far field energy
dissipation is dominant in these examples. In principle, Eq. (61) works in all scales
but if we were to use the scaling formula presented by Atkins, Eq. (10), this ratio,
~, of energy in the far field to energy in the tip zone should be used.

11 Conclusion

The paper presents a literature review and develops new formulas for calculating
the resistance of a ductile plate being cut by a wedge of finite width. Analysis of
previously published work show a significant difference between proposed formulas.
However, most of the results were derived for the initiation cutting rather than for
the steady state cutting. The presently proposed calculational model is based on the
energy dissipation rate in an assumed deformation mode consisting of a plastic tip
zone, moving bending hinge lines and a membrane deformation zone. It is shown,
how the analysis simplifies if the membrane deformation zone is assumed to be
dominated by plastic shear strains. Attempts were made to model the tip zone
both by a purely plastic flow mode and by a plastic fracture mode governed by the
material fracture toughness. It is recognized, however, that more work is needed
to fully understand contribution of the tip zone in cutting and tearing deformation
mode. Friction was taken into account and formulas were derived both for the so
called friction factor and for the vertical to horizontal force ratio. A comparison of
the proposed formulas with experiments of Lu and Calladine, [12], Astrup, [5], and
Yahiaoui, [34] and shows a good overall agreement.
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Nomenclature
Fp,c
F
Fv
Ee

Em
Eb

R
R t

t
S

u
V

J.l
O'y

O'u

0'0

£1
Gc

Q'

o
9
k
Others

Plastic and fracture resistance force
Total resistance force in the direction of motion
Reaction force perpendicular to direction of motion
Rate of energy dissipation in tip zone
Rate of energy dissipation for membrane deformation
Rate of energy dissipation for bending
Radius of plate curls at the side of the wedge
Radius of plate curls at the front of the wedge, R t =R cosO
Plate thickness
Surface area of plate element
Gap opening at the wedge shoulder, Figure 5
Half gap opening at the wedge tip, Figure 5
Coordinate perpendicular to material streamline
Coordinate in the direction of material streamline
Displacement in direction of e
Displacement in direction of '7
Coulomb coefficient of friction
Initial yield stress
Ultimate stress
Energy equivalent flow stress
Strain to fracture
Material fracture toughness
Angle between cutting edge and normal to plate
Semi wedge angle, half of total angle between front sides
Friction factor, 9 = F/ FP,e
Vertical to horizontal force ratio, k = Fv / F
Defined where used

33



A Model Geometry

The objective of this section is to find the gap openings Uo and 2vo shown in Figure
5 expressed in terms of the rolling radius, R(= Rt/cosO), the wedge shoulder width,
2B and the wedge semi angle, O.

Gap opening at wedge front

It is convenient to introduce two coordinate systems, a global system, (X, Y, Z)G,
and a local system, (x, y, z)/, both with origin at point O. The z- and Z-axes point
vertically upwards, the XG-axis is in the symmetri line pointing towards the wedge
tip and the Xl-axis is in the bending hinge line, OP. The YI- and YG-axes are
defined from the other axes. An arc line coordinate, s, which follows the curling
edge of the plate is also introduced, see Figure 10. The s-axis also has origin at
point O.

A point on the edge with the arc line coordinate, s, has the local coordinates

Xl = ScosO

R . (s SinO) (66)Yl - - tszn --
Rt

( (s SinO) )Zl = Rt I-cos ~

The general relation between local and global coordinates is given by the trans­
formation

XG - Xl cosO - Yl sinO

YG = Xl sinO +Yl cosO

ZG - Zl

(67)

Inserting Eq. (66) into Eq. (67) gives the global coordinates for a point on the
plate edge with coordinate s;

XG ( . (ssinO)) sinO (68)- (s cosO) cosO - - Rt sm ~

YG = (s cosO) sinO + (_Rt sin ( s ~~O) ) cosO (69)

ZG = Zl (70)
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Figure 10: Definitions used for finding the gap width at the wedge tip

Since the gap opening is 2vo = 2YG it is now given from Eq. (69) as a function
of s, R and OJ

2 Vo = 2 (s cosO sinO - Rcos20 sin (~tanO)) (71)

The objective is to find the gap width at the cutting edge, i.e. at the point where
XG = Ip = RtfsinO = R/tanO, see Figure 10. Eq. (68) is too complex to be solved in
a closed form for s, otherwise this value of s should be inserted into Eq. (71) giving
the final expression sought. It has to be done numerically.

As an initial guess we could calculate the gap width at s = lp = R/tanO. From
Eq. (71) the expression becomes

2 Vo = 2 R cos20 (1 - sin1) = 0.317 R cos20 (72)

By comparing this expression to the exact solution found from numerical solution
of Eqs. (68, 71) it is found that the final exression for the gap width, 2vo at the
cutting edge is very well approximated by the expression

2vo =0.317 Rcos20 (1 +0.5502
) (73)

The error of Eq. (73) at 10°, 30°, 45° is respectively 0.25 %, 1.3 % and 0.18 %.
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Gap opening at wedge shoulders

It is convenient to define a coordinate system, (X, Y, Z), at the shoulder in the plane
of the undeformed plate. The Z-axis points vertically upwards along the shoulder
line, the Y-axis is in the plane of the undeformed plate and it is perpendicular to
the Z-axis and to the wedge sides. The X -axis is defined from the Y- and Z axes,
see Figure 11.

z

R+e .1

\" --7-:.----

x

Figure 11: Definitions used for finding the gap width at the wedge sides

y

The total width of the deformed plate on one side of the symmetry line is R +B
and the length of the curved part of the flap is rrR/2 so the width of the straight
part of the flap at the wedge sides becomes

bJlI = (R + B) -rrR/2 = B - R(rr/2 -1) (74)

Likewise, it can be shown that the width of the straight part of the flap at the
wedge front becomes

. bJJ = cosO (B - R(rr/2 - 1)) (75)

We require the tangent of the deformed plate flaps to conform to the wedge as
shown in Figure 11 giving the requirement

The position of point T is

bJ > 0 =>
B

R < / ~ 1.75B
rr 2 - 1
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(~t = (B+R(L~/2))
and the position of point Q is

(
~) = ( B_s~n~~~:O )

Z Q (B + R(2 - 1r/2)) cosO

The distance between T and Q is then given by

(78)

(79)

1.2 1.4 1.6 1.8

(
2 2 2)0.5

Uo - (XT-XQ) +(YT-YQ) +(ZT-ZQ)

_ (B2 sin20 +(1 - COSO)2 (B + R(2 - 1r/2))2r·5
(80)

Figure 12 and Figure 13 show the variation of the gap width with rolling radius
and wedge angle from Eq. (80).

Evaluation of gap width at wedge sides
1.---..----....--.....---=--r--......--......--=---r---.--'--I
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Figure 12: Variation of gap width with rolling radius

It is seen from Figure 12 that uo/B is a very weak function of the rolling radius
and Figure 13 illustrates that Eq. (80) is well approximated by the expression

Uo = BO

for the considered ranges of 0 and R.
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1 Executive Summary

Since the pioneering work of Minorsky in 1958 the collision damage of ships
has been extensively studied in literature. In the past few years there has
been renewed interest in this type of problem, as exemplified by for example
[4], [7]. For a complete review of the subject, the reader is referred to the
work by Jones, [4], and subsequent reports of the International Ship Struc­
ture Commitees. Three main approaches emerged in the literature. The
empirically based methods (Minorsky, Woisin), the Finite Element Method
(DYNA-3D, PAM-CRASH, ABAQUS, ADINA, DYTRAN) and the analyt­
ical approach (McDermott et'al" Hysing, Reckling etc.). The present report
belongs to the latter category. The underlying philosophy of the present
approach is rooted in the First Principles of Mechanics and is consistently
based on the energy methods in plastic structural mechanics with finite dis­
placements and rotations.

The objective of this report is to develop a theoretical basis for study­
ing collision damage of the side structure of a stricken ship. It is not our
intention to predict the extent of damage to any particular ship. Instead,
a number of fundamental problems not previously treated in the literature
were formulated and solved. The report consists of four self-contained and
independent parts.

In the first part a plate strip model is developed for a longitudinally
stiffened single hull ship which includes finite strength of transverse frames. It
is shown that the dent size is increasing with the indentation depth. The rate
of spreading of deformation to the neighbouring bays depends on the plastic
strength of the supporting structure relative to the longitudinal strength of
the plate strip. Another interesting result of the present solution is the effect
of evening-out of strains over several bays in the case of a low longitudinal
resistance of the supporting frames.

In the second part of this report two kinematically admissible solutions
for a square rigid-plastic plate under a point load are compared. One is a 2­
dimensional solution with all components of the strain tensor retained. The
other one is a simplified solution in which the plate strength is derived from
two perpendicular sets of plate strips where the shear strength is neglected.
A full equivalence of both solutions was proved by taking von Mises yield
condition in the plate solution and a limited interaction curve in the plate
strip solution.
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The third part of the present report is devoted to the derivation of an
exact solution of punch indentation into a curcular plate. A distinguished
feature of the solution is a progressive contact (wrapping) of the plate around
a hemispherical punch. It is shown that the force-deflection relationship
and the critical strain to rupture depend on the radius of the plate as well
as the punch radius. An approximate solution was also developed which
opened a way for generalizing the circular plate solution to a rectangular
plate subjected to an eccentric impact. The solution was further extended
to cover orthotropic plates.

The resistance of decks/bulkheads to in-plane indentation of a rigid punch
is treated in the fourth and last part of this report. The analysis is similar in
spirit to the earlier solution for web crushing presented as Reports # 23 and
38 of the Phase I Tanker Safety Project. The important new contribution of
the present approach is that the length of the folding wave is not assumed,
as in the previous analyses, but found as a part of the solution. A simpler
force-displacement relationship is obtained in the case of both symmetric and
unsymmetric impact.

The solution is valid up to the point of first fracture. Beyond that point
the plate will fail in the central cut mode or the concertina folding mode,
depending on the geometry of the impacting bow, location of the indenation
site and direction of deck stiffeners. The central cut failure mode is covered
in a very comprehensive way in the Report # 1 of the Collision Project.
References to the concertina tearing solutions were given earlier.

It is believed that the results of the present study (Reports # 1 and 2,
together with the relevant deliverables of Phase I Tanker Safety Project)
will give important background information for developing more detailed
structural models of collision induced damage of a broad class of ships.
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2 Plate strip model with Spreading Deforma­
tion

2.1 Model Overview, Basic Assumptions

The present study focuses on the response of the ship side of a longitudinally
stiffened single skin VLCC being struck in the lateral direction by a ship. The
bow of the striking ship is assumed to be rigid and the current approach for
analyzing the response of the struck ship is based on dividing the structure
into a series of individual members:

• beams (plate/stiffener combination)

• transverse frames

• decks

In order to predict the spreading of the deforming zone, the present re­
port is primarily concerned with deformation of the longitudinal beams and
their interaction with the connected transverse frames. Decks are covered in
Report # 1 and Section 5. The derived theory of this section is based on
intact structural members, i.e. rupture is not considered here.

2.2 . Failure and Resistance of Transverse Members

We will consider two types of deformation of the transverse members (frames
or bulk heads) depending on the location of the point or area of contact.

If the bow of the striking ship is in direct contact with the transverse
member, the member will deform in a local/global mode as described in [3].

On the other hand, if the area of contact is between two transverse mem­
bers and there is no direct contact between the bow and the transverse frame,
the mode of deformation is different because load is transmitted through shell
plating, stiffeners, or other longitudinal members. Again, the deformation
mode of the transverse will be either local or global depending on the scant­
lings of the considered ship. An example of the so-called global deformation
mode is failure of the entire transverse frame in a plastic mechanism whereas
an example of the local failure mode could be failure of the weld between
a transverse frame and the longitudinal. Most often - and for the specific
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example considered at the end of the paper - the transverse members are so
deep and sturdy that the dominating failure mode is the local one.

An example of the local failure in the transverse is illustrated in Figure
1. When the load on the longitudinal reaches a certain level, the welded
connection between the longitudinal girder and the transverse fails.
An estimate of this load level is

where

(jo (2 )
Ftr,l = V3 3' hw,/ng ttr

is the height of the longitudinal girder
is the plate thickness of the transverse frame

(1)

This initial failure is followed by contact between the flange of the longi­
tudinal and the transverse and subsequent concertina tearing of the plating
in the transverse. The problem of concertina tearing is thoroughly described
in [10] and an estimate of the initial load level is here given as

F tr,2 = (jo b f,/ng ttr (2)

where bf,/ng is the flange width of the longitudinal. In the following, these
load levels are assumed to be constant throughout the deformation process.
The use of an energy equivalent flow stress instead of the initial yield stress is
introduced to compensate for the actual variation in force with deformation.
The theory is formulated so that it can take into account the actual force­
deformation relationship. As an initial estimate, the load level after failure
is here assumed to be

l:" _ Ftr,l + F tr•2
rtr -

2

2.3 Initial Failure and Deformation

(3)

Consider the example where the penetrating bow strikes between two frames,
see Figure 2.

The classical method for treating this problem is to assume that the
deformation is confined to the zone between the two frames closest to the
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area of contact. However, it is obvious that if the longitudinal beams are
very sturdy and the local strength of the transverse members is relatively
low, the deformation will immediately go beyond the nearest stiffeners. This
problem of initial failure is conveniently solved below by the upper bound
theorem of plasticity.

Figure 2 shows three possible deformation modes on one side of the point
of contact. Similar modes develop on the other side of the contact point
so in the following it is sufficient to consider only one side. Assuming that
we know the load level, Ftr , corresponding to the local failure in joints be­
tween longitudinals and transverse members discussed in section 2.2, we can
calculate the load levels, P, corresponding to initial failure in the different
deformation modes. Then, in compliance with the upper bound method, we
choose the deformation mode which gives the smallest failure load.

The principle of virtual work states that the power of the external force,
p va, equals the rate of internal energy dissipation, Ei , in the structure:

p va =Ei (4)

Using Eq. (4), the load level can be calculated for all kinematically ad­
missible deformation modes. For the three modes shown in Figure 2 we get:

Deformation mode 1:

pI va - 2Mova ::}
II

pI - 2
Mo
II

(5)

where Mo is the fully plastic bending moment and II is the distance from
the point of contact to the nearest stiffener.

Deformation mode 2:

p2 va Vo 12 -II
- 2 MOT; + 1

2
Ftr va ::}

p2 Mo 12 -II F,
- 2 L;" + h tr (6)
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Deformation mode 3:

(7)

(8)

In general, the collision force corresponding to the i'th deformation mode
can be expressed as

11" D i-I
i ./V1 0 L'tr '"'P =2-+-Li(li-lj)

li li j=l

where li is the distance from the point of contact to the i'th stiffener
outwards. The deformation mode which actually develops in the initial failure
is the one corresponding to the lowest collision force:

i = 1,2,3, .... (9)

2.4 Sequence of Deformation

As the penetration increases, the mode of deformation changes from the
initial mode described in the previous section to modes that extend further
away from the point of contact.

In the present study, the model for this spreading of the deforming zone
is based on equilibrium at the intersections between transverse frames and
longitudinals.

From Figure 3 it is seen that equilibrium in the lateral direction at a joint
between a longitudinal and a transverse can be expressed as

(10)

where T is the axial force in the longitudinal and ()l and ()2 denote rotation
angles of the beam sections at the joint. For moderate angles the jump in
rotation over a joint becomes

(11)
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It is noted that the axial force, T, is assumed to be the same (equal to
the full plastic strength) on both sides of the transverse and the longitudinal
equilibrium must therefore be neglected. For the more complex case of a
strain hardening material, longitudinal equilibrium can also be obtained.
This is discussed later in section 2.7.

As mentioned it is also assumed that Ftr is constant throughout the de­
formation process. The jump in angle, ~O = 01 - O2 , over a longitudinal­
transverse joint is therefore constant after the joint has failed. This implies
that the deformation can be considered as a rotation of the beam around the
outer point of the deforming zone. All other nodes in the deforming zone are
rigid in the sense that no bending is taking place at these nodes. Due to the
deflection and rotation, however, the beam sections are strained axially.

According to Eq. (11) with O2 = 0, an intact joint between a transverse
member and a longitudinal fails when the beam on one side has deformed to
a rotation

0= Ftr (12)
T

Figure 4 shows the sequence of deformation for the numerical example
considered at the end of the paper. The following notation and numbering is
used: The nodes are numbered from 0 to N starting at the point of contact.
Node 1 is the joint at the boundary of the deforming zone for the initial
deformation mode. Node N is at the boundary of the deforming zone for a
given penetration. Initially N = 1 and N then increases as the deformation
spreads. Xi denotes the longitudinal distance from the point of contact to
node no i. The lateral velocity of the point of contact (node 0) is denoted
1Io, so the rate of rotation for the deforming beam around node N is

The lateral velocity of the i'th node point is

(13)

\'i = ON (XN - Xi)

XN - Xi
- 1Io ,

XN -Xo
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(15)

2.5 Load-penetration Relationship

When applying the principle of virtual work, Eq. (4), it is necessary to express
the rate of internal energy dissipation as a function of the velocity of the
external force, as it was done in Section 2.3. In the present study which
excludes decks there are three mechanisms that contribute to the internal
energy dissipation:

1. bending of the beam at node N and at the point of contact

2. extensional deformation of the beam

3. deformation in shearing/concertina tearing at the intersections between
longitudinals and transverse members.

Below, the rate of internal energy dissipation for these three mechanisms
are expressed as a function of the velocity, Vo, of the collision force, P.

1. Bending

Using the plastic moment capacity of the plating/stiffener combination,
Mo, and the rate of rotation, ON, from Eq. (13), the rate of internal energy
dissipation for the bending hinges at node 0 and node N becomes

. Mo
Ebending = 2 \Ia

XN - Xo

2. Extension

The non-linear strain measure is

c; = du + ~ (dw)2 (16)
dx 2 dx

Initially we neglect the in-plane displacement, i.e. u = O. This simplification
is further discussed in Section 2.7. The strain rate becomes

. dwdw
c;=-­

dx dx
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where W is a lateral coordinate and x is a longitudinal coordinate. Since
the beam is straight between node points, it is sufficient to consider the N
beam sections. For beam section no i (Le. the section between node i-I and
i, i = 1, 2.....N), Ji denotes the difference in lateral endpoint displacements,
Ji = Wi-I - Wi, and Ii = Xi - Xi-I is the length of this section. Then, the
strain rate of this beam section becomes

(18)

(20)

From Eq. (14) we get

. x· -x' I
Ji = Vi-I - Vi = YO 1 1- (19)

XN-Xo

The total energy dissipation is the sum of the energy dissipation of the
individual N beam sections. The result reduces to the relatively simple
expression

N
• • WO-WN

Eeztension =L O'oAeiIi = O'oA YO
i=1 XN - Xo

where A is the cross section of the beam. It is interesting to note that
we only need the positions of the boundary nodes, i = 0 and i = N, to
determine the energy dissipation rate of all the intermediate beam sections.

3. Deformation of intersections between longitudinals and transverse members

As mentioned in Section 2.2, it is assumed that the force at the failed
transverse frames, Ftr , is constant throughout the deformation process. The
velocity of the deformation at frame i (i < N) is

11 1I XN - Xi
Vi = Yo

XN -XO

so the total rate of energy dissipation at the joints is

. Ftr "Etrans = YO ~(XN - Xi)
XN - Xo i
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The summation should be carried out over the joints i = 1,2, ...N -1 and
the joints which are deformed in the initial deformation mode (since these
are not included in joints i = 1,2...N).

Total energy dissipation and collision force

The total rate of energy dissipation at a given instant where the defor­
mation extends to node no N is given by Eqs. (15, 20, 22). Using Eq. (4)
then gives the total load, P, corresponding to the considered deformation on
one side of the point of contact:

P -

Pvo - Ebending + Eextenllion + Etranll =>
2Mo AWo - WN Ftr ~( )---+ero + L- XN-Xi

XN - Xo xN - Xo xN - Xo i
(23)

By selecting the origin of the (x,w) coordinate system at the initial point
of contact, we get Xo = 0 and WN = 0, so Eq. (20) simplifies to the expression

P = ~ {2Mo + To Wo + Ftr L(XN - Xi)}
XN i

where To = ero A is the fully plastic axial force.

2.6 Numerical Example

(24)

As an application example of the derived theory, we consider penetration
into the side of a single skin VLCC with scantlings like Exxon Valdez. As in
the previous sections we consider a single beam composed of a heavy longitu­
dinal T-stiffener attached to side plating of width corresponding to vertical
stiffener spacing.
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2.6.1 Ship Data

Energy equivalent flow stress, lTo:

Plastic axial force, To:

Plastic moment capacity of plate/stiffener, Mo:

Depth of web in longitudinal, hw,lng:

Width of flange in longitudinal, bi .lng :

Plate thickness of transverse, ttr:

Distance from point of contact to first transverse, It:
Distance from point of contact to second transverse, [2:

Distance from point of contact to third transverse, 13 :

2.6.2 Initial Failure

Inserting values into Eqs. (1, 2, 3) we get

Ftr,I - 1.13 MN
Ftr,2 - 1.53 M N

Ftr - (1.13; 1.53) M N = 1.3 M N

320 MPa
10.1 MN
2.27 MNm

0.711 m
0.203 m
0.0175 m

2.44 m
7.32 m
12.2 m

Now the initial load corresponding to the first three deformation modes
can be calculated from Eqs. (5, 6, 7)

pI _ 1.86MN

p2 _ 1.49MN

p3 _ 1.93MN

The initial failure will therefore be in deformation mode 2, with the force,
p = p2 = 1.49MN.

2.6.3 Load Penetration Relationship

From Eq. (11), the maximum jump in angle over a joint becomes
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(25)f) _ f) = Ftr = 1.3 M N = 7 370
I 2 T 10.1 MN .

Using Eq. (24) the total load-deformation history can now be established.
Below is calculated the load-penetration history until the deforming zone has
spread to include four transverse members.

a. Initial failure, N = 1.

As shown in Figure 4, the initial deforming zone includes one transverse
member and a beam of 7.32 m. The transverse at the boundary of the
deforming zone will fail when the beam has deflected to an angle, f) = 7.370 =
0.129 rad. This corresponds to a deflection at the point of contact of Wo =
0.129* 7.32m = 0.94m. Phase 1 (N = 1) therefore lasts until the penetration
is 0.94m. Using Eq. (24), the collision force at the beginning and the end of
this phase is found to be

P=1.49 MN
P=2.78 MN

b. Phase 2, N = 2.

at wo=O m
at wo=0.94 m

This phase lasts until the beam section between node 1 and 2 has rotated
to the angle, f) = 7.370 = 0.129rad. This corresponds to a total deflection at
the point of contact of Wo = 0.94m +0.129 * 12.2m = 2.51m.

Inserting into Eq. (24) for the penetration at the beginning of the phase
gIves

106

P = -(2 . 2.27 + 10.1 . 0.94 + 1.3(4.88 +9.76)) N = 2.71 . 106 N (26)
12.2

The collision force at the beginning and the end of this phase becomes

P=2.71 MN
P=4.01 MN

at wo=0.94 m
at wo=2.51 m
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c. Phase 3, N = 3.

Using same procedure as above, the collision force at the beginning and
the end of this phase becomes

P=3.98 MN
P=5.28 MN

d. Phase 4, N=4.

at wo=2.51 m
at wo=4.71 m

Using same procedure as above, the collision force at the beginning and
the end of this phase becomes

P=5.25 MN
P=6.55 MN

at wo=4.71 m
at wo=7.54 m

The calculated load-penetration relationship is plotted in Figure 5.

2.7 Effect of In-Plane Displacement

In all previous analyses of plastic deformation of beams and plates including
those in the present report, it was assumed that the material points move
perpendicular to the undeformed surface of the structure. This assumption
is realistic for fully clamped edge conditions. However, for a continuing beam
with crushable intermediate supports which is the case with our plate strip
indentation model presented above, the validity of this assumption must
be checked. The present analysis is concerned with a string model. It is
conducted in the following three steps

Case I Rigid-perfectly plastic model with no intermediate supports

Case II Rigid-linear strain-hardening model with no longitudinal resistance
of intermediate supports

Case III Rigid-linear strain-hardening model with longitudinal resistance of
intermediate supports
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2.7.1 Case I, Rigid-perfectly Plastic Model

Consider two adjacent bays as shown in Figure 6. Only bay # 2 undergoes
out-of-plane displacement. The strain and the strain rates in the bays are

u
(27)C1 -

£1
U

(28)=
1

c2 - ~ (~)2 _ T (29)

£2
ww U

(30)- ---[2

For horizontal equilibrium we inhere that there is the same tensile force
in both bays;

N1 = N2 = No

The global rate of energy equation, Eq. (4) becomes

The indentation force for case I then becomes

(31)

(32)

W
PI = N0T (33)

PI is seen to be independent of the inplane displacement, u. Furthermore,
there is no way to find the magnitude of the in-plane displacement in this
model # 1. As shown below, however, introduction of strain hardening makes
the problem of the in-plane displacement well defined.
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2.7.2 Case II, Rigid-linear Strain-hardening Model

Stress is here assumed to be related to strain by the relation

u=uo+Epc (34)

Using Eqs. (27 - 30,34) with the global equilibrium, Eq. (32), the collision
force for Case II can then be expressed as

where

N1 - t(uo+Epy)

N, - t(uo+E.(H7)'-T))

(35)

(36)

(37)

and the unknown velocity ratio, it/til can be found by minimizing P;

- 0
dP

d (it/til)

N1 - N2 - 0 (38)

(39)

which says that membrane forces in both segments should be equal. That
in turn implies that strains must be equal;

U 1 (W)2 U
Y=2 T -Y

Therefore, for the minimum to occur, the in-plane displacement must be
related to the out-of-plane displacement by

1 w2

U -
4 1
1wtil

U -
12

(40)

(41)

Substituting the above values back into Eq. (35) gives the new solution;
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(42)

For small values of the plastic modules, Ep , prediction of the reaction force
by Eq. (33) and Eq. (42) are the same. However, strains in the hardening
material model are one half of those in the rigid-perfectly plastic model so for
prediction of fracture, it can be crucial to consider strain hardening effects.

2.7.3 Case III, Rigid-linear Strain-hardening Model, Intermediate
Supports

Finally, in model # 3 a horizontal resistance, F12 , is associated with the
in-plane displacement, u, at the intermediate support, see Figure 7. The ad­
ditional energy dissipated is E = F12 it. Eq. (35) is now modified accordingly
to

it (W it) it
PHI = N1w + N2 T - w + F12w

From the minimum condition we obtain

which gives

(43)

(44)

u 1 (W)2 F12
l = 4 T - t E

p
( 45)

As a result, there is a difference between the strains in both bays equal
to

2F12 .
~e=e2-el=-- (46)

tEp

It can be concluded that strains in the plate strip model attain maximum
in the central bay and then diminish from bay to bay, where the jump is
given by Eq. (46).
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2.8 Conclusion

The present section has presented a theory which is able to predict the re­
sponse of a ship side being penetrated by a rigid bow. Based on dividing
the structure into longitudinal beams and transverse members, the theory
calculates the collision force with due consideration to the spreading of the
deforming zone as the penetration increases. As an application example, the
load-penetration relationship is calculated for a single hull VLCC with scant­
lings like Exxon Valdez. In a study of the effect of in-plane displacements
and strain-hardening it is shown that these effects are normally neglectable
for calculation of the structural reaction before rupture but it may be very
important for prediction of the point of fracture.
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Figure 1: Local failure at intersection between longitudinal and transverse
member
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De!. mode 1:

De!. mode 2:
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Figure 2: Initial deformation mode
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Figure 3: Lateral equilibrium at joints between longitudinals and transverse
members
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Figure 4: Sequence of deformation and notation
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Load·deformation of longitudinal beam in single skin VLCC
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Figure 5: Load-deformation relationship
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Figure 6: Model for analysis of effect of in-plane displacement, u. Cases I
and II
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Figure 7: Model for analysis of effect of in-plane displacement, u. Case III
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3 Equivalence of Plate and Plate Strip For­
mulation

3.1 Resistance of a Plate

Consider a rectangular plate of dimensions 2a· 2b subjected to an increasing
deflection, Wo, at its center. Of interest is the resisting force, P, of the plate.
The problem is formulated within the moderately large deflection theory of
plates with Wo > t so that bending resistance can be neglected.

The Lagrangian strain tensor, ca!3 is defined by

1 1
ca/3 = 2" (ua,/3 +U/3,a) + 2"W,aW ,/3 (47)

where U a are components of the in-plane displacement while W denotes
the out-of-plane displacements. The in-plane components are neglected for
simplicity, U a = O. The three components of the strain tensor are

= ~ (~)'
_ 1 (dw)2

2 dy

1 dw dw---
2 dx dy

(48)

The rate of the external loading must be equal to the rate of energy
dissipation in the plate. Using the von Mises yield criterion this requirement
is expressed by

P tVo = ~aot Is Ve;r + i;y +err eyy +e;y dB (49)

where the integration is performed over the deforming part of the plate.
The following simple but realistic deformation field is assumed for one quarter
of the plate. It satisfies the clamped boundary condition.

xy
w(x, Y) = wO-;;:b
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the (x, y)-coordinate system beginning at a corner point, see Figure 8.
The strain components resulting from the above displacement field are

1 (:or (~)2Exx - -
2
1
(~or (~)2 (51)Eyy = -

2

Exy - ~ w6 xy

2 ab ab

Differentiating the above expressions with respect to time gives

in = wowo (~r
a2 b

i yy - wowo (::r (52) .
b2 a

i xy
wowo xy

- ---
ab ab

Substituting the above expressions into Eq. (49) and performing integra­
tion yields

P = 2O'ot 4wo (~ + ~)v'3 3 b a (53)

The plate resisting force increases linearly with the central deflection and
is a function of the plate aspect ratio, a/b. It is interesting to note that given
the aspect ratio, the force P is independent of the dimension of the plate,
which means that the deformation mode is not unique and could be local.
Minimizing Eq. (53) with respect to the aspect re;ttio reveals that a square
plate (a = b) offers the least resistance;

20'0 8
p.q = v'3 3' wot = 3.06O'otwo (54)

In comparison, it can be recalled that a classical plate bending solution
under a point load gives

(55)
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which is also independent of the size of the deforming zone.
Such a local deformation mode has been observed in experiments and was

reported for example by Amdahl and Kavlie, [1].

3.2 Resistance of Plate Strip and Equivalence to Plate
Formulation

In many practical applications the plate is modelled as a collection of strips
which satisfy kinematic continuity but do not transmit any shear stresses,
see Figure 9. For long rectangular plates strips are considered only in one
direction. Plates with an aspect ratio closer to unity derive their strength
from plate strips in two directions. The global equation of equilibrium takes
now the form

p Wo = ~(J'ot Is (€:r::r: + €lIY) dB (56)

where the so called 'limited interaction curve' was assumed meaning that
yielding of the plate in two directions is independent. It can be checked that
with the same deflection field (i.e. taking €:r::r: and €yy from Eq. (52)) the
calculated resisting force is identical to that given by Eq. (53). This means
that the neglect of shear resistance in the plate strip solution is compensated
by the circumscribed yield condition over the exact von Mises yield surface.

There is however one important difference between the above two solu­
tions. In the plate strip method, the plate is modelled as a 'bundle' of strings
which must extend between two opposite clamped boundaries. Therefore, the
property of 'locality' of the collapse mode is lost in this method. Although
the resisting force is the same for the two approaches it is clear, however,
that when it comes to prediction of strains and fracture it is important to
consider the more realistic deformation mode of the plate solution.

A complete analysis of wide wedge indentation into a longitudinally or
transversally stiffened plate structure with subsequent contacts and web
crushing was developed by Thunes, [5].
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Figure 8: Assumed deformation mode for a plate
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Figure 9: Plate deformation modelled by strips
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4 Plate Indentation by a Hemispherical Bow

4.1 Force-Deflection Relationship

When the bow of an impacting ship penetrates into the side of the stricken
ship, the side plating wraps around the bow as the local indentation pro­
cess procedes. Let us denote the radius of the hemispherical bow by Rb• In
the cylindrical coordinate system (w, r, 0), the spherical shape can be conve­
niently approximated by the parabolic shape

r 2

w(r) = 2 Rb (57)

where the tip of the dome is taken as an origin of the coordinate system.
A fully clamped circular plate of radius R is treated first. Based on this
solution conclusions are drawn for square and rectangular plates.

The plate is divided into two regions. In the central rigid region, 0 <
r < ro, the plate conforms to the shape of the bow. In the outer region,
extending to the clamped boundary, ro < r < R, there is no transverse load
acting on the plate. According to the theory of moderately large deflection
of plates, the equation of equilibrium takes the form

(Nr r w')' = 0 (58)

where prime denotes spatial differentiation (with respect to r) and Nr , the
radial membrane force, is assumed to be equal to the plane strain fully plastic
membrane force, N r = No = 2{70/.Jat. There are two boundary conditions:
one at the boundary of the plate (r = R) and one at the interface (r = ro)
between inner and outer regions:

w(R) - 0

21r NOW/TO = P

(59)
(60)

Eq. (60) means that the total shear force at the interface between the
rigid and deforming zone must be equal to the load exerted by the punch.
Integrating Eq. (58) twice gives

Now = C Inr+D
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where the integration constants C and D are found from boundary conditions
(59, 60);

,TO < T < R (62)

where the dimensionless plate resistance force, P is defined as

- p
p=--­

27l"RNo

The plate deflection at T = To is

(63)

(65)

Wo = P In TO ( 64)
R R

The unknown radius TO can now be determined from the condition of
slope continuity between rigid and deforming regions. Calculating the slopes
respectively from Eq. (57) and (62) and equating them at T = To one gets

- R ro
p-=-

ro &
giving an interface radius of

ro = Jp R& (66)

With Eq. (62) and (66) the solution in the outer region becomes

Wo = ~ PIn (p Rb
) (67)

R 2 R
The deflection in the inner region is obtained from Eq. (57) with r = ro;

rl 1-
Wi = 2 Rb = '2 p R (68)

With a total deflection at the center of 0 = -Wo +Wi, the force-deflection
characteristic of the indentation process is finally given by

(69)
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(70)

4.2 Determination of Strains

The Lagrangian strain in the radial direction is defined by

1 ( ')2cr = - w
2

It is assumed that fracture of the plate will occur when the maximum
strain reaches the critical strain to rupture, (Cr )max = Ce' The strain is
always maximum at r = roo From Eq. (57) and (66) one gets

1 - R
C =-p- (71)

c 2 Rb

Eliminating the load parameter, P, in Eq. (69) the critical plate penetra­
tion to rupture becomes

(72)

Plots of Eq. (72) for several values of the plate to bow radius ratio is
shown in Figure 10 as full lines. For comparison, one graph shows the solution
which assumes a conical displacement field and neglects the finite radius of
the bulbous bow.

(73)

It is seen that the difference between the present, rigorous solution and
the simpified solution is large in the entire range of parameters Ce and R/Rb•

The conical displacement field for a plate corresponds to a triangular
deflection profile in a plate strip. While the latter is correct in the case of a
clamped beam the former is far from reality in the case of a plate under a
localized punch loading. Further shortcomings of Eq. (73) is that the critical
displacement to rupture does not depend on the bow radius. It should be
mentioned that Eq. (73) has been frequently used in the past to predict onset
of rupture of shell plating.

4.3 Approximate Solution

In order to extend the present solution to rectangular plates and unsymmet­
ric loading it is necessary to develop a simplified analytical solution. The
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(74)

(75)

following function provieds a good approximation of Eq. (69) over a wide
range of input parameters:

(0) 1 ~
R Appror = "2 VR;P

A comparison of the exact and the approximate force deflection curves
for three different values of RbiR is shown in Figure 11.

The agreement is good. On the same graph the solution based on the
conical displacement field (Eq. (54)) is shown. It is seen taht this solution
does not really represent the physical picture of the indentation problem
and gives a wrong prediction. Using Eq. (74), an approximate solution can
be derived for the critical displacement to rupture. Eliminating the term
PR/Rb between Eq. (71) and (74) yields

(!-) =!J2£:
R c, Appror 2 c

Two points have to be made. First, the critical penetration to rupture is
only one half of that predicted by the plate strip method, Eq. (73). Second,
it is seen that (0/R)c, Appror is independent on the bow radius. In order to
determine the accuracy of Eq. (75) as compared with the exact solution,
Eq. (72), a zoom should be made on the graph shown in Figure 10 for small
values of the rupture strain, ec •

It is seen from Figure 12 that the dependence of the solution for (01 R)c
on the ratio of radii RbiR is rather weak. A better fit of the exact solution
is obtained taking a fractional power

(0)- = 1.1 e~·7
R c, Appror

(76)

4.4 Extension to a Rectangular Plate and an Eccentric
Impact

In Section 3 of this report an equivalence was proved between the plate
solution and the plate strip solution. It was shown that each set of strips in
the x- and y- directions, respectively, provide one half of the resisting force
for a square plate. For application of the axis-symmetric solution derived
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above for the problem of deformation of a square plate, it is reasonable to
assume that the length of a square plate should be taken equal to the diameter
of the circular plate, 2R.

The above hypothesis can now be extended to derive an approximate
solution for an unsymmetric impact on a rectangular plate. Let us denote
by Rll R2 , R3 and R4 known distances from the point of impact to the four
edges of the plate. The plate resistance, P, is derived from four sets of strips
which are clamped respectively at four edges of the rectangular plate, as
shown in Figure 13. Thus

where

P' - p' +p' + P' +P'- 1 2 3 4 (77)

p! = Pi (7 )
I 211" NOiRb 8

is a normalized resisting force of the i-th set of strips. From Eq. (74)
each fractional force, Pi, is related to the central displacement fJ and distance
from the edge R by

(79)

The force-displacement relationship resulting from Eqs. (77 - 79 ) is

2[1 1 1 1]
P = 211" RbNofJ R~ + R~ + R§ + R~ (80)

In particular, for a square plate subjected to a central impact, R1 = R2 =
R3 = R4 = R Eq. (80) reduces to Eq. (74). In the other extreme when the
impact is right on the boundary (R = 0) the resisting force blows up to
infinity (for fJ > 0). However, if a direct contact occurs between the bow and
the supporting structure, the alternative solution for decks crushing derived
in a separate chapter of this report should be used. Therefore, the resisting
force will always be finite.

Another way of justifying the above solution is to think of a rectangular
plate as being composed of four quarters of a circular plate, see Figure 14.
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4.5 Generalization to Orthotropic Plate

Conventional hull plating is reinforced by densely spaced longitudinals. There­
fore, the resulting plate/beam combination forms an orthotropic plate in
which the fully plastic axial force, Nor in the x-direction is much larger than
in the y-direction. In the case of the orthotropic plate Eq. (77) holds but
one has to differentiate between the plastic membrane strengths in the x­
and y-directions. Thus

PI UJ' (81)=271"R"NOy

P2 UJ (82)271" RbNor
-

P3 (~)' (83)
271"RbNoy

-
P4 (~)' (84)

271" R"Nor
-

The resulting force-deflection relation is still parabolic in 0 but coefficients
are different

p =27rl4~ [No. (~ + ~:) + N.. U; + No~)1 (85)

The above equation reduces to Eq. (80) in the case of the isotropic plate,
Nor = Noy = No.
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5 Punch Indentation into a Deck

5.1 Theory

Consider a portion of a deck between two transverse frames subjected to an
in- plane load, P. The load is exerted for example by the bow of a colliding
ship. The width of the plate is 2l and the height in the x-direction is long
enough so that the remote boundary condition does not have any effect on
the solution.

Drop wedge experiments on plates were performed among others by Vaughan,
[8], [9], and Jones and Jo~ri, [4]. It was observed that initially the plate was
folding in front of the indenter with a characteristic wavelength, H. For
higher values of the impact kinetic energy fracture was initiated either at the
plate symmetry line (y = 0) under the wedge or, more likely, at the clamped
edge y = +/ - l. The process of wedge indentation in the so called central
separation mode has been discussed in great details in the Report # 1 of
the present Collision Project. At the same time fracture of the plate at the
clamped boundaries give rise to the process of a concertina tearing which was
studied in great details in previous publications by Wierzbicki, [10], Atkins,
[2], and Trauth, [6].

The present study is concerned with the initial stage of plate indentation
before onset of fracture. A solution of a similiar problem was derived by Choi
et. al. [3]. However the height of the web girder b, was smaller than the
length l and the wavelength H was assumed to be equal to a given fraction
of b. In the present formulation H is one unknown of the problem.

Upon loading the plate buckles and folds in front of the indenter causing
bending and membrane stretching of the deformed part of the plate. The
global equilibrium is expressed via the balance of power

(86)

where Em and Eb denote respectively rates of bending and membrane en­
ergies, and fJ is punch displacement. A kinematically admissible displacement
field is assumed consisting of four triangles, as shown in Figure 15. Bending
dissipation is confined to six straight stationary hinge lines so that

(87)
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where

M _ 20"0 t 2

0- J3 4 (88)

is the fully plastic plane strain bending moment per unit length and 8
is the rotation rate at the plastic hinge. Because H < 1 it is assumed for
simplicity that the length af all hinge lines is the same and equal to 1. Because
decks are welded to side shell plating, it is assumed that bending energy is
dissipated also by the leading edge af the plate.

From the kinimatics of the problem the punch displacement fJ is related
to the rotation angle () by

0= 2H(1 - cos()) (89)

Upon complete folding 0 = 2H and () = 7r/2. Then the bending energy
obtained by integrating Eq. (87) is

(90)

The main contribution to the membrane energy dissipation is in-plane
stretching in the y-direction. The approximate expression for the rate of
membrane energy, which retains C: yy but neglects the two other components
of the strain rate tensor is

where

20"0
No = J3 t

(91)

(92)

is the fully plastic (plane strain) membrane force per unit length. In
the present kinematically admissible model the strain rate is uniform in the
y-direction but vary in the x-direction proportionally to the "gap" opening
shown in Figure 16. However, it was shown in [3] that an average strain can
be taken as the strain at x = 0, see Figure 17. I.e.

1 (fJ)2
C: av ~ c:yy(x = 0) = 2" I
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The resulting strain rate is

. ~J
Cyy = 12

and the area of the deforming region is

(94)

(95)

(96)

S=4Hl

Substituting Eq. (94) and Eq. (95) into Eq. (101) one gets

. ~J H .
Em = 4 H lNop =4NoT~~

Eq. (96) can be integrated in time to give

H r2 ( )Em = 2NoTu 97

The membrane energy increases with penetration depth ~ and attains
maximum at ~ = 2H:

H3
(Em)ma:c = 8No-

l
(98)

Substituting expressions for Eb and Em into Eq. (86), the equation for
rate of energy balance becomes

. . H·
P ~ = 8 Mo1() +4 No T ~ ~ (99)

Expanding Eq. (89) in a Taylor series and taking two term approximation
gives

and

From which

~ = H ()2

. J
()=-=

2JH~
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From Eqs. (99, 102) the instantaneous indentation force is found to be

1 HtS
P(tS) = 4 Mo JHtS + 4 No -1- (103)

where the lenght af the folding wave H is still to be determined. Experi­
ments show that once hinge lines are formed, they stay fixed for the duration
of the process. Therefore the magnitude of H can be found from the energy
balance equation that does not involve the current indentation depth, tS;

(104)

(105)

(106)

(108)

where Pm is the so called mean indentation force. Using Eqs. (90, 98) yields

1 H2

Pm = 21r Mo H +4 No -1-

or

Pm 1 1 (H)2- = 21r - + 16 - -
Mo H t 1

It is postulated that H adjusts itself so as to minimize the mean inden­
tation force. Indeed, an analytical minimum of Pm with respect to H exists
and this occurs at

H = ~ 1r [2t =0.58~ (107)
16

Eliminating the wavelength H from Eq. (103), the final'expression for the
indentation force becomes

2[1.51(1/t)I/6 (1)2/3 tS]
P = 0"0 t ri:ii +2.68 - -1

VtS/ 1 t .

The indentation force starts at infinity for tS = 0, attaines a minimum

at

tS = 0.43 t1
/
3 12

/
3 = 0.74 H
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and then increases with O. In reality there is a cut-off value at the begin­
ning of the indentation process determined by the buckling or initial yield
load, Po.

The present solution should be compared with the earlier concertina tear­
ing solution, which in the present notation is

Pconct = 6.7 Uo t5/3 [1/3 (111)

At some penetration the deformation mode will change from the denting
shown in Figure 15 to the concertina tearing mode. Assuming that this
transition takes place when the reaction force from Eq. (108) reaches the
level of the mean concertina tearing force from Eq. (111) the penetration of
transition becomes

· Otran = 2.11 t1/ 3 [2/3

5.2 Application Example

Consider a supertanker with the following dimensions

Distance between transverse frames, 2[ :
Plate thickness, T:
Flow stress, Uo:

4880mm
19.1mm
320Mpa

(112)

Using the theory above, at force-deflection curve can he generated:

From Eq. (111), P conct - 3.94MN
From Eq. (109), P min = 2.03MN
From Eq. (107), H - 281mm
From Eq. (110), t5min - 208mm
From Eq. (112), Otran - 1023mm

A plot of the force - deflection relationship is shown in Figure 18. The re­
sisting force is seen to drop rather rapidly to its minimum value P = 2.03 M N
which is reached at a relatively small indentation depth of Omin = 0.208m.
Then the force is gradually increasing and at Otran = 1.023m it attains a
value Pconct = 3.94 M N corresponding to a constant mean indentation force
in the concertina tearing mode.

85



5.3 Generalization for the Unsymmetric Indentation

This problem can be easily treated using the previously derived solution and
considering a sum of rate of energies and energies corresponding to the left
and right portion of the plate, Figure 19.
The expression for the mean crushing force becomes

Pm = 7l" II +12 +8 H
2
(~+~) (113)

Mo H t II 12

The length of the folding wave obtained by minimizing Eq. (113) with
respect to H is

HI ,2 = ~~ 11 12 t (114)

which reduces to Eq. (107) if II = 12 = I.
On comparing Eq. (114) with its counterpart, Eq. (107), it is clear that

the wavelenght in an unsymmetric collision is shorter than the one in the
symetric collision.

The solution for the instantaneous indentation force, generalized to the
case of an unsymmetric collision takes the form:

P - qot' {O.757 C~'r (V~ll'r [JF+ JE] + ...

1.34 ( v~,I,)'/3 [:, + l~] } (115)

The effect of the unsymmetry of the loading can be determined by divid­
ing Eq. (115) by Eq. (108). The plate resistance is least for the symmetric
collision and it increases with the amount of load eccentricity.

5.4 Second and Subsequent Folds

With the increasing indentation depth the tensile strain is getting larger and
attains a maximum at 0 = 2H. The maximum average strain is then

1 (2H)2 (t)2/3
e(0 = 2H) = 2 -Z = 0.67 I
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Taking values used in our numerical example this gives the strain Cmax =
0.027. Although the maximum strain is larger (see Figure 17), this strain
will most probably not lead to fracture for most structural steel. Therefore a
second and possibly subsequent folds could be formed. It can be noted that
the contribution of the bending energy (which was only 18 energy in the first IS
field) becomes smaller and smaller and for all practical purposes it can be
neglected in the process of the second fold formation.

An approximate expression for the indentation force during the formation
of the second fold is

(
1)2/3 {o 0 - 2H}

P = 0'0 t
2

2.68 t 1+ I (117)

This can be further generalized for an arbitrary number of fields, N (one
field corresponds to a punch travel distance equal to 2H).

(I) 2/3 1
PN = 0'0 t 2 2.68 t 1N[o - (N -1)H] (118)

For a large indentation depth N can be treated as a continuous variable

N = 2~ (119)

Using Eq. (107) and Eqs. (118, 119), the indentation force can be put
into the following simple form

P""" =1.16 110 t 1 (~r (120)

The generalization to the unsymmetric impact is straightforward. Re­
calling Eq. (115) for the first fold solution and taking only the membrane
resistance, the counterpart of Eq. (120) is

Punllym =0.580'0t (h+12) (11: 12) (121)

which reduces to Eq. (120) when II = 12 = I. It should be mentioned that
the above solution loses its validity as II ~ 0, 12 ~ 21 (11 + 12 = 21). Clearly,
a different failure mode must be activated if the impact point is too close to
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the clamped edge of the plate. A consideration of such a new mode would
require a detailed analysis of hard point fracture which is beyond the scope
of the present project.

5.5 Mode Transition

The present solution is valid until the first fracture occures at the most
strained fiber (strain criterion) or the force attains a level necessary to acti­
vate the concertina tearing mode (force criterion). In view of an uncertainity
in deciding on the value af the critical strain to rupture, the force criterion
is preferable.

The solution for the concertina tearing mode, extended to the unsym­
metric loading is

2 [ 411 12 ] 1/3

Pconct = 4 liD t t (II +12)

The switching point between the initiation mode,
concertina tearing mode, Eq. (122), occurs at

(122)

Eq. (121), and the

( )

2/3

Oc = 3.31 t1/ 3 1112

It +12

In particular, for a symmetric impact the critical indentation depth is

(123)

(124)

Using the values in the numerical example, Eq. (124) gives Oc = 1.01 m
which is realistic.
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Figure 15: Problem definition sketch for punch indentation into a deck

Figure 16: Assumed simplified deformation mode
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Figure 17: Assumption of average membrane strain
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Figure 18: Sketch of force-deflection relationship for punch indentation into
a deck
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Figure 19: Unsymmetric loading
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Abstract

Hulls of ships in groundings and collisions, and hulls of aircraft in hard landings, tend

to fracture at hardpoints such as bulkheads. An analysis shows that this can happen by

the buckling of stiffeners on the inside of a bend at the hardpoint, weakening that site and

concentrating further defonnation there. Reinforcements can reduce the effect.

For unstiffened plates, finite element analysis for power-law strain-hardening with

exponent n =0.15 shows a 45% loss in extension to maximum load when the hull

plating is built-in to a rigid bulkhead, but only a 5% loss for a plate that is fillet-welded to

a quarter-infinite, yielding bulkhead. At maximum load, the maximum local equivalent

strain reaches 0.5, but even that does not seem to be enough to have initiated prior

fracture in ship steels, or other steels with yield strengths less than Y/E = 0.005. A two­

flange lumped-parameter model duplicates some, but not all aspects of the finite element

results.

Appendices give the conditions for plane strain necking of a power-law hardening

plate with pre-strain and procedures for fitting a power-law relation with or without pre­

strain to a variety of tensile data. Fits to the tensile strength and beyond, without pre­

strain, require data on the unifonn strain or the fracture stress and strain, and should not

be fitted to the yield strain.
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1. Introduction

Resistance to fracture is important in the collisions of ships because the resisting

forces will be much greater and the extent of damage much less if the structural members

of the ship, and the joints between them, remain intact. This is true even though the work

absorbed in tearing a member or a joint is small compared to the total work of

deformation. That is, the effect of the integrity of a member or joint on the extent of

damage is disproportionately large compared to the fraction of total work that goes into

tearing a member or joint. Put another way, the work of deformation is not a unique

indicator of the damage.

An important mechanism of hull fracture in collisions is the stretching of the side

shell between relatively rigid bulkheads until the shell necks. The shell is so thin

compared to its span between supports that once it necks, the further deformation to

fracture is negligible. Preliminary fmite element calculations by Atmadja (1995) showed

that this necking occurs before expected from the stretching of a flat plate. It forms at

hardpoints such as bulkheads, where the shell is rigidly attached and there is bending as

well as stretching. Furthermore, these calculations showed very high strain

concentrations that might lead to fracture even before necking, especially in view of the

reduction in ductility under plane strain conditions (Clausing 1970). Such fracture at

bulkheads has been observed in stricken ships and also in aircraft fuselages after hard

landings (e.g. Fig. la, b). The task here is to predict the conditions that lead to such

premature fracture. Once that is done, one can consider whether and how design can

increase the deformation that the struck ship can withstand before necking and fracture of

its plating.

Although many authors have studied the necking of sheets under combined in-plane

loading, the superposition of bending is relatively rare. Swift (1948) used deformation

theory plasticity (actually non-linear elasticity) to get a closed form solution for

combined bending and stretching in plane strain deformation without necking.

Deformation theory plasticity is a good approximation to actual flow theory plasticity

only for radial loading, with the bending in proportion to the extension. Here the loading

is not radial, because the bending angle at first increases linearly with the displacement

normal to the plate, whereas the extension increases approximately as the square of the

displacement. Hill (1950) pp. 292-294 followed Swift in assuming constant tension· and
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only the final state, with unifonTI thinning. Hill considered the non-hardening case, and

reviewed Swift's results.

Giovanola et al. (1990) studied the dynamic pressure loading of plates with clamped

and axially restrained ends, resulting in stretching of the plates and bending at their ends.

Their finite element calculations and tests simulated the deformation and fracture of

externally stiffened shells, so the tensile side of the bend, where the fractures began, had

the extra strain concentration of the welds between shell and external ribs. The ratio of

total span to thickness was only 14, much less than the value of 125 chosen here as

typical of tankers. No analysis seemed likely; that lack, with the extra strain

concentration on the tensile side of the bends due to the welds, prevents extrapolating

their results to the smooth side plating of a ship.

Necking in sheets being drawn out from between clamping faces, around a fixed

radius of curvature, were studied by McClintock, et ale (1993). In contrast to the ship

collision problem, the tensile load was constant while the curvature increased to a

limiting value. They found the bending moment reached a maximum at a strain of twice

the strain-hardening exponent, rather than a strain approximately equal to the exponent,

as in tension. More precisely, the strain for transverse necking in a plate of power-law

hardening material «(J =crt ED) occurs at an in-plane strain of ex =n or an equivalent

plastic strain of E =2n/-.J3 (e.g. McClintock and Zheng 1993).

The work here includes three parts, all under the history of increasing stretching and

bending typical of a striking ship hitting half-way between bulkheads:

a) Finite element studies of strain concentrations and necking in plates with various

fOnTIS of compliance at the supports.

b) Lumped parameter estimates of such hardpoint necking.

c) Effects of stiffener buckling under tension-induced bending.

2. Finite element studies of effects of strain hardening and of compliance at hard

point supports

Finite element method, Studies were made of the pan of a shell plate running from a

hardpoint out to the quaner span. At the quaner span there was assumed to be a center of

180· rotational symmetry, as shown in Fig. 2. The ratio of quaner-span to thickness was

31.7, typical of that in a VLCC. The program ADINA (1992) was used with automatic

time stepping, large displacements, iterations to a tolerance of equivalent plastic strain
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increment of 0.001, and 30 to 40 steps to peak load. The 9/3-mixed displacement­

pressure elements satisfy infimum-supremum conditions (Bathe 1996). The material was

assumed to be power-law hardening with no pre-strain (Eo = 0) and exponents of n =

0.1,0.15, or 0.2. For simplicity in applying the deformation, the six elements at the

quarter span were nearly rigid. The center node was translated but left free to rotate. As

shown in Fig. 2, the resulting thinning is uniform along the plate except at the ends. The

rigidity at the quarter span had little effect on the average strain in the plate and even less

on the localization process at the built-in end.

The mesh had six elements through the thickness of the plate. The elements were

square for the fIrst six or eight elements at the ends, and then graded to six-to-one

rectangles in the central 3/4 of the span, where the strain gradients essentially vanished.

The lack of constraint due to element size was verified by pure plane strain stretching, in

which necking occurred when expected. (With subsequent reduction of thickness by a

factor of two in the neck, however, the elements became highly deformed and the loads

fell more slowly than expected for a continuum. Eventually the program stopped due to

excessive distortion of an element)

Output consisted of not only the deformed mesh and the total in-plane load, but also

the contours of accumulated equivalent plastic strain, as shown in Fig. 3 at the maximum

in-plane load for n = 0.2. By hindsight, plotting principal strain rosettes would have

shown any regions of compression or significant shear strain. The peak strain was

calculated from the measured deformation of the corresponding element. With typical

ship construction, fillet welds do not penetrate between the plating and bulkhead, leaving

a gap of less than 1-2 mm. Note from Fig. 3 that the apparent absence of shear distortion

along the line of the gap (an extension of the inner surface of the plate) means that

omitting the gap in the finite element mesh, to simplify the input, had negligible effect on

the necking or peak strain.

Finite element results. Three in-plane load-deformation curves are plotted in Fig. 4.

They are the curves in the labels for the strain-hardening exponents: n = 0.1, 0.15, and

0.2. (The two shorter curves will be discussed below, in connection with the lumped­

parameter model of Fig. 6.) For comparison with in-plane extension of a plate, the loads

are normalized in terms of the maximum load for in-plane, laterally plane strain tension,

derived in App. 1. The maximum loads for bending at a hard point have been reduced

from those for a straight plate by only 1% for n =0.2 to 3% for n =0.1.
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The in-plane true (logarithmic) strain at maximum load, Ex, is the strain hardening

exponent n, from App. 1 for Eo =O. The corresponding elongations at maximum load

are e = (L - Lo)!Lo = exp(n) -1 = 0.11, 0.16, and 0.22. From Fig. 4, for plates bent and

stretched between hardpoints, the elongations to maximum load have been reduced from

the in-plane values by factors of 2.0, 1.8, and 1.5. The corresponding bend angles,

(1)

are reduced less dramatically, from e= 25° to 17° for n = 0.1, from e= 31 ° to 23° for n

= 0.15, and from e= 35° to 28° for n = 0.2.

The beneficial effects of plastic compliance at the hardpoint on the in-plane load­

elongation curve are shown in Fig. 5 for n =0.2 and summarized in Table 1 for all three

exponents. As reference results, to the far right of Fig. 5 (the first column of Table 1) is

the curve for plane strain tension, with no bending. Ending at the far left of Fig. 5 (the

second column of Table 1) is the curve for a plate rigidly built-in at its end, which also

appeared in Fig. 4.

The primary effect of plastic compliance is an increase in extension to peak load,

rather than in the peak load itself. Joining the shell plate to a quarter-infinite bulkhead

gives only a small increase in elongation to peak load. Including a defonning 45° fillet

weld on the inside of the bend, along with a deforming bulkhead, brings the elongation

nearly up to that of a free plate. The harder, unyielding fJllet surprisingly gave more

ductility, but the effect is too small to be of concern.

The largest effects, even with compliant hardpoints, are on the strain concentrations

at the outside of the bend. These are summarized in Table I as maximum local

equivalent strains, along with the principal load-deformation results described above. A

typical ship steel, LR-EH36, with a yield strength of 398 N/mm2 and a tensile strength of

563 N/mm2, had a total elongation of 0.23. The uniform elongation would be less.

Fitting a power-law curve with Eo = 0 gives exponent of n = 0.10 - 0.17 (App. 2, Table

A2.1). For these exponents, even with the ameliorating effect of a fillet weld, Table 1

indicates that the equivalent strain at the location of incipient necking would be E = 0.4

to 0.5. Would these levels of plane strain cause fracture?

Unfortunately few data on fracture strain are available. Not even the reduction of

area, characterizing fracture in the uniaxial tensile test, is commonly reported for steels.
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(Reporting the reduction of area, which can be obtained by hand measurements after

fracture, has fallen into disuse with the advent of computer-controlled tensile testing

without the simultaneous adoption of automatic optical cross-section measurement and

data processing. Incera (1991) developed a successful prototype of such an instrument.)

For the seven structural steels reported by Clausing (1970), the equivalent strains at

fracture from uniaxial and plane strain tests are summarized in Table 2. He did not

include the typical elongation over a gauge length of 4 diameters nor the elongation at the

maximum load (the so-called unifonn elongation), so a comparison with modern steels

can be made only by the strain-hardening exponent calculated from the rather low ratio of

yield to tensile strength (see App. 2, Table A2.1). Interpolating in Table 2, however,

suggests an equivalent true fracture strain in plane strain, efp , of at least 0.8, so fracture

before necking does not appear likely in this case. For higher strength steels (Yo.oo2IE >
0.005), it could become a problem, since the equivalent fracture strains in plane strain

drop abruptly in the very high strength alloys used in some aircraft and in naval sh~ps.

3. Lumped parameter estimate of hardpoint necking

For more direct physical insight than is given by finite element analysis, and possibly

to develop a simpler tool for use in design, consider the lumped-parameter model of Fig.

6 for the behavior of a plate at a hardpoint, with two-flanges in a curved section that is in

series with a straight plate, all of power-law hardening material.

Initially, as a hull is indented, the deformation is primarily in bending, so the inner

surface of the plate at the hardpoint is in compression. As the indentation proceeds, the

defonnation in the plate becomes predominantly tensile, requiring a stress reversal.

There is such a reversal also in the flanges representing the bend at the hard point, but it

turns out to occur at such low bend angles that the prior compression can be ignored.

Boundary conditions from the strai~ht plate. The extension in the straight plate is

negligibly affected by that in the short curved flanges that represent the bending at the

ends of the straight plate, for the typical ratio of total span to thickness of 127 considered

here. Then the in-plane elongation in the straight part of the plate depends only on the

bend angle e ,as in Eq. 1:

L-4J 1
es = =---1

La cosO
Cs = In(1 +es ) = In(_I_)

cosO
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Table 1. Effects of a hardpoint, from finite element analysis

e linear stmin in central region Ex true axial strain in central region of

of plate, (L - LO)/Lo plate, In(ULo) = In(lIcose)

P in-plane plate load £ equivalent (Miscs) strain; in plate,

Pnrm wtoTS(2/~3)1+1l E = 2Ex/~3

to original plate thickness e bend angle of central region of plate

TS uniaxial tensile strength, Y1nlle-n (j equivalent (Mises) flow strength; in

w width of plate plate, (J = ..J3crx/2 .. a= YIE Il

Case Plane strain Built-in Bulkhead EWet weld. d/t = 0.45
tension support Homogen. Unyielding

~ ?Vt- ~~-i

n =Q,1

Pmax/Pnrm 1.00 0.96 0.96
liending e, • 0 17.2 18.8
~ strt. platc 0.115 0;062 0.069
Emax 0.117 0.62 0.43

n =015

Pmax/Pnrm 1.00· 0.97 0.98
liending e, • 0 22.6 25.6
~ strt. platc 0.173 0.11 0.13
E max 0.177 0.75 0.50

n =Q,2

Pmax/Pnrm 1.00 0.98 0.98 1.00 1.00
liending e, • 0 27.8 28.1 32.4 33.8
~ strt. platc 0.23 0.15 0.16 0.20 0.23
Emax 0.23 0.87 0.85 0.67 0.71
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Table 2. Round specimen and plane strain behavior of seven structural steels
From Clausing (1970).

Steel Yield Uniax. YS/ exponent Eguiv,lent fracture strain
Lower 0.2% tens. TS n round plane strain

yld. P.t. offset. str., TS err efp
N/mm2 N/mm2 N/mm2

ABS-C 270 429 0.629 0.1418 1.04 0.87
A302-B 371 590 0.629 0.1418 0.98 0.83
HY-80 586 690 0.850 0.0648 1.22 0.992

HY130(T) 938 986 0.951 0.0289 1.06 0.622
18Ni(l80) 1227 1289 0.952 0.0285 1.00 0.48
lONi-
Cr-Mo-Co 1255 1413 0.888 0.0519 1.16 0.42

18Ni(250 1710 1772 0.965 0.0232 0.89 0.17

lAt instability. Broken pieces showed more strain.
2Surlace cracks appeared at a strain of 0.84 for HY-80, at 0.45 for HY-130(T)..

The through-thickness thinning strain in the straight part of the plate, £t, is found

from incompressibility and the lateral plane strain condition, d£z = 0 , to be the negative

of the axial strain £s. Integration gives the thickness:

dt -£
-=dc/ =-dcs ; t=toe s
t

(3)

Simplifications for the bend. Assume that the mean radius of curvature R of the

flanges is constant from the hardpoint out to where the plate becomes straight and under

pure tension. As the plate is loaded and tilted down, R will decrease and some of the

material that was bent will become part of the straight plate. The effect of this residual

curvature contributes to a factor Fa, introduced below in Eq. 6. Determine the active

radius R from the maximum moment, at the hardpoint.

Geometrical conditions in the bend. For radii of curvature large compared to the

thickness t, the usual assumptions of beam theory hold. The axial strains in the inner

and outer flanges are related to the mean radius of curvature R and the thickness t, with

a factor Fl to account for the effective flange spacing being less than the plate thickness:
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Ft
_I =eu-e/
R

(4)

Equilibrium considerations in the bend. Denote the straight plate and the "upper" and

"lower" flanges by <S), (It), and ([), and their initial areas by AO, A0f2 , and A0f2,

respectively. Then with thinning of the members as in Eq. 3, x-equilibrium requires

(5)

Neglect the effects of the shear forces required for y-force equilibrium and for the

steep gradients in bending moment near the bend.

For moment equilibrium, to focus on the upper flange take moments about the lower

flange. Several approximations for the moment arm are shown in Fig. 7. The actual

moment arm a could be greater than that given by the constant circular are, because the

radius of curvature could increase outward from the hardpoint due to decreasing moment.

This effect would be reduced by the residual curvature from prior stages of loading.

Alternatively, a could be less than that for constant R due to shear, as suggested by

finite element studies (see Fig. 2). Allow for the net effect by introducing a factor Fa,

which may be either more or less than unity. As in Eq. 4, approximate the separation of

the flanges relative to the plate thickness t by a factor Ft. (For a non-hardening plate in

pure bending F t would be 1/2; for a linearly hardening plate it would be 2/3.) Then

(6)

Equate moments about the line of action of the lower flange at the hardpoint, taking into

account the fact that the area of the flange was originally half that of the straight part of

the plate and that in plane strain the thinning strain is the negative of the axial strain:

-£s _ t'C: ( 1) -£11Qcrse - r I "2 crlle .. (7)

Stress-strain behavior. For simplicity assume uniaxial behavior, since the difference

between it and plane strain is only a factor of the order 2/~3. Assume a power-law stress­

strain relation with zero pre-strain. In the straight part of the plate the loading will be
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monotonic tension. In the bend, with initial elastic deformation, the contribution of the

bending stresses will increase linearly with the deflection, but that of the tensile stresses

will increase only quadratically, so the bending stresses will initially dominate.

Calculations show that later the tensile stresses dominate. The calculations also show

that the transition to tension is early enough so the compressive strains can be ignored.

The general form of the stress-strain relation that allows for either tension or compression

can thus be simplified:

(8)

MethQd Qf sQlutiQn. Assume a given deflection angle e, which sets the strain Es in

the plate according tQ Eq. 2. Eliminate the mQment arm a by equating the values Qf it

found from Eqs. 6 and 7. In tum eliminate Ftt/R by substituting its value from Eg. 4:

FaR(I- CQsO) + (Ftt! 2 )cosO =(Ftt / 2)O'ue-£u / O'se-£s

Ftt 2Fa(1 - CQS 0)
R = O'ue-£u /O'se-£s -cosO (9)

For a given plate deflectiQn e, the plate strain £s can be fQund frQm Eq. 2. Then

with the sU'ess-strain relatiQn Eq. 8 and again the result that the straining in the lower

flange is tensile during almQst all the deformation, Eqs. 5 and 9 can be expressed as tWQ

implicit, nonlinear equations in Eu and EI. Since the strain is much higher in the upper

flange, these can be reduced tQ Qne implicit equatiQn in one unknQwn as follQws. Set to

unity the factor exp(-EI) for the change in area of the IQwer flange in Eq. 5. Express crl

in terms £1 with the stress-strain relation Eq. 8, noting as before that the straining of the

IQwer flange is tensile over almQst all of the deformation. When that is done and Eq. 5 is

sQlved fQr £1 , it is cQnvenient tQ intrQduce a group Qf variables ~ that ultimately

depends Qnly Qn Eu and e:

(10)
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-- ------------------------------------------,

In Eq. 9, elimination of E1 with Eq. 10 and Os and 0u with the stress-strain relation

Eq. 6 gives one implicit equation in the one unknown Eu.

The point of major interest is whether the right hand side of Eq. 5, corrected to the in­

plane plate force, will start to drop at some e, giving necking. Replacing TS/Y1 by

nne-n from the tensile test using Eq. A2.4 with zero pre-strain Eo gives

1 [11 -EU I 111- 1 -E/]
(

_) £U e + £/ £/ e .
nile II 2cos8

(11)

P/(wtoTS) is plotted in Fig. 4, along with the finite element results, for n = 0.1 and 0.2 .

The curves for the line-of-action factors Fa = 1.0, 0.5, 0.25 (see Fig. 7) are

indistinguishable from each other, except for ending at progressively higher plate

elongations, as indicated by the short vertical lines.

Discussion of lumped-parameter model. The two lumped-parameter curves of Fig. 4

lie close to the finite element ones except that even for Fa as short as 0.25 they give load

drops at half the elongations found from the finite element studies. A line of action of Fa

=0.25 corresponds to intense shear, neglected in this model but suggested by the

deformed mesh of Fig. 2. Thus the lumped-parameter model gives the correct order of

magnitude for the load drop, and the proper dependence on strain hardening, but is not

quantitatively accurate. This is especially true for the effects of plastic compliance at the

support point.

An alternative model of a linearly hardening plate under predominant bending was

studied. It gave large strains, but not an estimate of a load maximum. It thus appears that

finite element analysis is necessary to find the load maximum under the bending and

tension history that develops in hull plating near a hardpoint, due to a collision, especially

for realistically compliant hard points. .

4. A buckled stiffener mode of hardpoint fracture

Qualitative description. In a collision that indents the side of a hull that has

longitudinal stiffeners behind the hull plating, bending of the plating-stiffener assembly at

a hardpoint will initially lead to buckling or folding of the stiffeners there, on the

compression side of the bend. As the indentation of the hull increases, net in-plane loads

in the assembly will become tensile. Most of the assembly, between the ends, will
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remain straight and the tensile load will be carried by both the plate and the stiffener. At

the hardpoint bend, the plating will stretch and the buckled stiffener will tend to

straighten. Almost the entire tensile load will be carried just by the plating, so most of

the extension required by indenting the hull will be concentrated at the bend until the

stiffener has straightened. The displacement to straighten the stiffener will be of the

order of the bend angle times the stiffener height. For bend angles of 15- this would be of

the order of e=7t/12 times the stiffener height. This displacement to straightening will

be several times the plate thickness. During that extension the plate at the hardpoint bend

is likely to neck and fracture while the straight assembly remains rigid.

Analysis. For a cross-sectional area of the plate Ap and tensile strength TS ,

necking and fracture would occur at a load of approximately ApTS(2/..J3). For

simplicity and initial insight, call the deformation uniaxial, which would result in errors

of the order of 15% (see Appendix 1). The straight part of the hull and stiffeners, of

similar tensile strength but total cross-sectional area As + Ap , would develop this load at

a strain given by

(12)

Assume and verify later that the strains in the straight assembly, E, are small so the last

factor, e-E , is nearly unity. Then solving for E and evaluating its maximum reasonable

value from a high AIIAs = 2, a high n = 0.2, and a low Eo = 0.01 (giving a low

y 0.OO2{fS =0.688 ) gives

(
A J1

/
11

1/02
£=!!. P eEO _£o=~(~eO.Ol)· -0.01=0.00019

e Ap+As 2.718 3
(13)

Thus this model gives virtually no strain in the plate-stiffener assembly before the tensile

strength is reached in the plate over the buckled stiffener, leading to necking and fracture

there.

The above model postulates local buckling at the hardpoint. Buckling might begin

with a twist-buckling along the entire span. The localization of the buckling would

increase as the bends tightened, and would be more the less the lateral stiffness of the

stiffener. Less lateral stiffness would also increase the extension required to carry tensile
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loads in the buckled stiffener. Lateral stiffness could be increased by brackets. The hat­

shaped stiffeners used in aircraft would be more resistant to buckling, but would be more

localized when they did buckle. The localization of tensile deformation in the plate over

the buckled stiffener could be reduced by extra straps to carry the load even with the

stiffener buckled. Finite element analysis would be required to quantify particular

designs..

5. Conclusions

1. For indentation of a longitudinally stiffened hull by collision, fracture in the

plating is most likely at a hardpoint such as a bulkhead. Buckling of the stiffeners in the

bend at the hardpoint means that the stiffeners would not contribute to the tensile load

developed by further hull indentation. The limited load developed by the plate alone

would not be enough to stretch the intact plate-stiffener assembly, so further extension

would be concentrated in the plate over the buckled stiffeners. The concentrated

extension would shortly require necking and fracture in the plate, followed by tearing of

the stiffeners. This result is expressed quantitatively by Eq. 13. The effect can be

modified by thicker or laterally supported stiffeners to reduce buckling, and by local hull

straps to spread out the extension of the hull plating.

2. A finite element model of an unstiffened plate with a strain-hardening exponent of

n =0.15 indicates a 45% loss in extension compared to a straight plate (a reduction of

bend angle from 31 0 to 23 0

), when a hull plate is subject to combined bending and tension

at a hardpoint built in to a rigid bulkhead. When the hull plate is fillet-welded to a

quarter-infinite bulkhead, all of equal hardness, the loss in extension is only about 5%.

3. Locally, an equivalent strain of the order of 0.5 develops even with this compliant

hardpoint. Estimates of the equivalent plane strain at fracture indicate that such strains

would not cause fracture except in very high strength alloys, with a yield strength of

y O.002/E > 0.005.

4. A two-flange, lumped-parameter model of the behavior of an unstiffened plate at a

hard-point closely followed the load-deformation behavior from the finite element

analysis and gave a corresponding strain concentration, but gave a load maximum at only

half of the in-plane strain of the finite element model. The lumped-parameter model does

not allow predicting the effects of plastic compliance at the hard point. An alternative
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bent -plate model gave large strains but failed to give a load maximum. The plate model

was not included in the report.

5. Appendices are given for plane strain necking of a power-law hardening plate with

pre-strain, and for fitting a power-law relation with or without pre-strain to a range of

tensile data. For reasonable accuracy, two-parameter fits to the tensile strengths and

beyond, without using a pre-strain, require data on the uniform strain or the fracture stress

and strain, and would not fit the yield strain.

6. Future study should include off-midspan collisions, which will induce higher bend

angles and plate extensions for the same hull indentation. Sliding contact along the span

will cause reversals in bending near the contact point and may promote fracture there.
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Appendix 1 Conditions for necking in transversely plane strain plates of power­

law hardening material with prestrain

Under tension with transverse plane strain, the neck forms directly across a plate (e.g.

McClintock and Zheng, 1993). Consider a relation between uniaxial true stress (flow

strength) and true (logarithmic) plastic strain in terms of a flow strength at unit strain Y 1

and a pre-strain E() (see Swift, 1952):

Y(E) =Y I(E + E(»)11 • (A1.1)

The constants can be found by fitting measured quantities in several ways, as discussed in

App.2.

For a plate in plane strain tension with axial strain Ex, the maximum load per unit

cross-sectional area of constant width wand original thickness to is found by first

expressing the load in terms of the true in-plane stress ax; that in tum in terms of the

equivalent stress a=; that in turn in terms of the equivalent strain with a= =Y1(E + EO)O,

and then E in terms of the in-plane strain Ex (e.g. Masubuchi et al. 1996, p. 4-4):

PpT t 2 - -E 2 y (_ )f1 -E 2 (2 )f1 -E (A 1 2)--=(Jx - = r;; (J e x = r;; 1 E + EO e x = r;; y1 r;; Ex + EO eX.
wtO to ",,3 ",,3 ",,3 ",,3 .

The strain at maximum load, Exu , is found from dP = 0 = dlnP. Aside from constants,

..f3
dEx ; Exu = II-TEO'

(A1.3)

Normalizing Eq. A1.2 with the uniaxial tensile strength (App. 2, Eq. A2.4) gives a factor

within a percent of (2/...J3) 1+0 :

(A1.4)

110



Appendix 2. Fitting Data using a Power-Law Stress-Strain Curve with Pre-strain

A2.1 The problem

Stress-strain curves obtained from linear extensometers are based on the original

cross-sectional area and the original gauge length, giving the nominal stress P/AO and

the nominal strain e =(L - Lo)IL. Although the strains are somewhat concentrated

toward the center because of shoulder rigidity, the true strain (the integrated equivalent

strain) needed for the mechanics of plasticity can be found from the length change, using

E = JdLIL = In(I...JLo). The true stress cr = PIA can also be found, since incompressibility

and near homogeneity of area along the length make N AO approximately LolL.

The tensile strength is the nominal stress at maximum load. Beyond the tensile

strength the homogeneity of area is lost, as follows. The load drop in the weakest section

unloads the rest elastically and deformation is concentrated in a neck. The current area

needed for the true stress can no longer be approximated from overall length change

given by the nominal strain.

For structures with strain concentrations (and for metal-working), there is still a need

for true stress and strain, so there is a need to extrapolate the data obtained at the tensile

strength or below to greater stresses and strains. (To be sure, the true stress-strain curve

can be obtained from manually measuring the minimum diameter as the test proceeds, or

from computer-processed optical data, but information from either such source is rare.)

Power-law stress-strain curves are a common way of making the needed extrapolation.

We show here that a good fit of the yield and tensile strengths and of the uniform

elongation requires a 3-parameter, rather than the usual 2-parameter power law equation.

A2.2 Analysis of 3- and 2-parameter power law fits

Consider a 3-parameter true stress-strain curve of the form

(A2.l)

where Y1 may be thought of as the flow strength (true stress) at unit strain, E is the true

(logarithmic) strain, E =In(l + e) ,and Eo is a pre-strain (Swift 1952 or Masubuchi et

aI., 1996, Eq. 4-31). Equation A2.1 can be fitted to stress-strain data in several ways.
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Yield and tensile strengths are almost always available. One more datum is needed for

the three constants of Eq. A2.1. The selection is made on the basis of availability and the

magnitude of the strains that are to be predicted.

Yield strength. To fit Eq. A2.1 to a nominal stress-strain curve such as that of Fig.

A2.1 for the ship bottom shell plate of Amdahl and Kavlie (1992), the initial flow

strength (yield strength YS) can be regarded as the strength (stress needed for further

yield) at one of several plastic strains: YO at E=0, Y0.002 at the conventional offset

plastic strain of E= 0.002 ,or YLyp at the end of the lower yield point (here ELYP =

0.0122). The pre-strain eo can be fitted or taken to be zero. (Sometimes the curve is

fitted to the total, rather than to the plastic strain; the difference is negligible except near

yield.) Here the analysis is fitted to the end of the lower yield point, but for generality

CLyp) can be thought of as standing for (0), (0.002), or CLYP)' according to context:

(A2.2)

Tensile strength. The maximum load, defining the tensile strength, is found in terms

of the true stress 0' and the cross-sectional area A: dP = d(AO') =AdO' + O'dA =0 .

From incompressibility dA/A =-dE. Together, these give dO'/dE =0'. Substituting Eq.

A2.1 into this gives the true (logarithmic) strain at the tensile strength, Eu (the maximum

unifonn strain):

n = Eu + eo ; Eu = n - eo .

Since the tensile strength is based on the original area,

TS = Y1(n)n exp(-n + eo) .

(A2.3)

(A2.4)

Taking the ratio of yield to tensile strength, Eq. A2.2 to Eq. A2.4, eliminates the

unknown Y1 and gives one implicit equation for eo and n :

YLYP = (ELY? + EO )Il_e'_'-_EO_

TS 11 eELYP '

where e is here the base of natural logarithms.
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Auxiliary data. A second needed relation between n and £() can be found from one

of the following three quantities, depending on the data available and the part of the

stress-strain curve to be fitted: i) the initial slope of the stress-strain curve, ii) the true

strain at the tensile strength £u (the uniform strain), or iii) the nominal stress and

reduction of area at fracture, FS and RA. From incompressibility, the true strain at

fracture, £f, is given in terms of the RA by

(A2.6)

With necking, the uniaxial true stress cr = PIA is more than the equivalent flow stress (J

that governs plastic deformation because of the hydrostatic tension in the center of the

specimen caused by the radially outward stresses in the shoulders. Bridgman gave a

factor for the ratio between the two in terms of ratio of cross-sectional radius to the

profile radius, aIR (e.g. McClintock and Argon 1966, pp. 322-325)

F _ (J _ a/2R = 1

B - PIA - (1 + a/2R)ln(l +a/2R) (1+a/2R)(1- a/2R + (a/2R)2
2 3

where empirically, a/2R -= (E - Eu ) 12 .

Thus the three alternative relations to supplement Eq. A2.5 are

(
Y' ) 11 FS (E/+EO)n en-EO- = , 11 =E +EO ' or - = E
Y LYP ELYP+EO II TS 11 FBe/

...) ,

(A2.7)

(A2.8abc)

Equations A2.8a,b allow explicitly eliminating n from Eq. A2.5, leaving an

implicit equation for £() which can be solved in a few iterations with a programmable

calculator. Then the remaining constants can be found explicitly. Alternatively, if fits at

the tensile and fracture strengths are of more concern than at yield, and reduction of area

as well as a nominal stress-strain curve is available, a similar procedure can be followed

with Eqs. A2.6b and c, using the same calculator program with a change of variables.
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A2.3 Example Qf pQwer-Iaw fitting tQ ship bQttQm shell plating data giving

nQminal fracture strength but nQt reductiQn Qf area.

Amdahl and Kavlie (1992) gave the nQminal stress-strain curve Qf Fig. A2.1, from

which (with precision only for numerical consistency)

YO=YLYP= 319.0MN/mm2 , ELYP=0.0122 ,

(Y' IY) LYP= 11.55 ,

TS = 435.3 MN/mm2 , eu = 0.1834, Eu = In(1 + eu) = 0.1684.

FS = 332.4 MN/mm2 .

3-parameter fits. The results fQund by fitting the Swift equatiQn to these data, using

Eq. A2.5 with either arbitrary or actual lower yield strains, Eyp = 0.002 or 0.0122, and

the initial slQpe using Eq. A2.6a or the unifQrm elongation using Eq. A2.6b, are given in

the first fQur cQlumns of Table A2.1. Fits to the initial slope gave a unifQrm strain 10­

15% high, depending Qn whether the fitting was tQ a nearly zerQ initial yield strain Qr to

the end Qf the IQwer yield pQint. Fits tQ the unifQrm strain gave initial slQpes 25 tQ 40%

high. These differences CQuid give prQblems where high strains arQund a crack are to be

predicted from the elastic-plastic defQrmatiQn of the surrounding parts Qf a structure.

(NQte that Y 1 is not really the true stress at unit strain unless it has been fitted there;

rather, it is an empirical fitting cQnstant.)

The fracture strain Ef to reach the nominal fracture strength FS is surprisingly

cQnsistent Qver these fits, but the actual Ef was not reported.

2-parameter. zerQ pre-strain fits. Since often Qnly yield and tensile strength data are

available, tWQ-parameter fits are used. If they are made with the pre-strain EO set tQ zerQ

they take advantage Qf ll'yushin's (1946) prQof that the stresses scale with the IQads fQr

pure pQwer-Iaw behaviQr. Then if the yield strength is taken at a plastic strain Qf 0.002,

Eqs A2.1 - A2.6 apply with EO = 0 and ELYP = EyS = 0.002. The results are given in

the last tWQ cQlumns of Table A2.1.

Fitting to YS/TS gives an elongation at the tensile strength of eu = 0.1042, only 60%

Qf the Qbserved value, eu = 0.1834. Conversely, fitting at Eu gives YS/TS 15% high. In

either case, the slQpes at the yield strength are high by factQrs Qf 5 to 7, so predictiQns of

fully plastic crack in an elastic-plastic structure would probably be pQQr.

The extrapolated strain to fracture is 20% low fQr the fit to YS/TS, but reasonable for

the fit tQ Eu . Again, the experimental value is nQt knQwn.

114



Table A2.1 Power-law fits of Eq. 2A.l, to data for a ship bottom plate

(Amdahl and Kavlie 1992). YLYP =319.0 MPa, TS =435.3 MPa, FS =332.4 MPa.

Data for power-law fit are full underlined;
further data for extrapolation to fracture strain are dotted underlined.

3-parameter. EQ 2A 1. Swift (952) 2-parameter
(no pre-strain EO)

Eo 0.0155 0.0053 0.0105 -0.0021 O. O.

ELYP QJm 0.0122 0.002 0.0122 0.002 QJm
(Y'IY)Lyp .lL& ~ 14.31 16.47 52.09 84.20

YSrrS 0,7337 07337 07337 0,7337 07337 0.8386

Eu 0.1865 0.1967 0.1684 0.1684 0.1042 0,1684

n 0.2020 0.2020 0.1789 0.1663 0.1042 0.1684

Yl, MPa 735.9 735.9 708.3 692.8 611.5 695.4

FSrrS 0.lb3b 0.lb3b 0.lb3.6 0.1.63.6 D.lb3b 0.lb3.6
Ef 0.9166 0.9268 0,86997 0.8533 0.6999 0.8561

A2.4 Example of power-law fitting to structural steel with tensile data including

nominal fracture strength and true fracture strain

Kardomateas and McClintock (1987) gave data for six different structural alloys,

including the uniform strain and the fracture strain and equivalent stress (with the

Bridgman correction for the increase in the equivalent stress above the nominal. They

did not, however, report the slope of the stress-strain curve at yield, Results for their

softest steel, hot-rolled A-36, are given in Table A2.2,

The three-parameter fit is within 10%, regardless of the assumed yield strain. The

two-parameter fit requires having enough data so the lower yield point strain is no longer

used in fitting. Otherwise the fit is badly in error.
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Table A2.2 Power-law fits of Eq. 2A.l to hot-rolled A36 steel. (Data from Kardo-

mateas and McClintock 1987.). YLYP = 337 MPa, TS = 469 MPa, (J f = 880 MPa..

Data for primary power-law fit are full underlined;
secondary data for extrapolation to other descriptors are dotted underlined.

3-parameter, EQ. 2A 1, Swift (952) 2-Parameter
(no pre-strain EO)

EO 0.0315 0,0315 -0.0097 -0.0097 !l !l ~ !l
ELYP 0.002 0.002 0.032 0.032 0.002 0.002 0.0274 0.0248

(Y'/Ykyp 8.096 8.096 10.339 10.339 54.6 120. 9.124 9.677

YLyprrS Q.1l2 Q.1l2 ll.1l2 ll.1l2 Q.1l2 0.402 0.1.19. !l.lli
Eu 0,24 0.24 0.24 0.24 0.1093 0.24 0.250 0.24

n 0.2715 0.2715 0.2303 0.2303 0.1093. 0.24 0.250 0.24

YI, MPa 849 843 836 857 666 853 852 853

(JeffS .L.81.6 1.891 .L.816 1.834 .1..81.6 1.848 .L.8lQ .L.81!)

Ef 1.107 .1..H 1.258 .1..H 12.72 .l...H 1.14 1.214

A2.5 Calculator program CHP-42S) for fitting 2- or 3- parameter power-law relations to

tensile test data including slope at initial yield and

nominal or true Bridgman-corrected fracture strength

The program is based on inverse Lukaciewicz (Polish) notation in which numbers are

entered into a stack with the most recent on the bottom. Unary operators, such as eX , act

on the bottom number in the stack and return the result there. Binary operators, such as

yX or +, act on the lower two numbers of the stack and return the result to the bottom of

the stack. The remaining numbers are dropped one position to fill the empty space. This

procedure has many analogies to pre-algebraic human thinking. It can be converted to a

programmable calculator that uses algebraic notation, with parentheses, by going back to

the equations being evaluated.

This program uses a subroutine for solving that allow the user to specify by a second

estimated input the variable to be solved for, so the same function, here called IT, can be

used for several different objectives.
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Storage register and flag assignments

VA (Y'/Ykyp (if VA > 1) or Eu (if VA < 1)
VB Uniform strain Eu , at the tensile strength
VC Ratio to tensile strength of nominal yield strength YLYP at E"LYP". or

nominal fracture stress FS at Ef (or true fracture stress (Jf if and only if
Flag 00 is set) , consistent with VE

VO Pre-strain E() , or zero.
VE Strain at 0, 0.002, or ELYP , or at fracture, Ef , consistent with VC
01 RHS of Eq. A2.5 or A2.8c. Multiplied by l/Bridgman factor, I/FB =(P/A)/ C1,

Eq. A2.7, if FSffS is in VC (Flag 00 is Clear) and E in VE > Eu
02 (Ef - Eu)/2 = a/(2R) for Bridgman correction factor, Eq. A2.7
Flag 00 Clear for nominal fracture strength FSffS or yield strength YLypffS in

VC. True stress will be corrected for thinning and, for Ef in VE > Eu
in VB, will be corrected for curvature.

Set for equivalent fracture strength, (JfffS.

Procedures for using program

To fit to yield and tensile strengths.
*FLAGS CF 00 Clear Flag 00 for nominal, not true, yield strength in Vc.
(Y'IYkyp or Eu STO VA

If VA> 1, program calculates Eu from (Y'IYkyp with Eq. A2.8a before storing
Eu in VB. .

Store two more values to a total of three knowns and one estimate:
E() STO VO; ELYP STO VE; YLypffS STO VC

*SOLVER TT press menu key for unknown, key in slightly different estimate,
press menu key for unknown twice more.

See upper and lower limits converge, or stop with R/S.
EXIT, EXIT To leave Program TT. '
Scroll down 4 times to see solution, last estimate (solution), error «E-ll), O.

Manually evaluate n = VB + VD, (Y'IY)y = (VB + VD)/(VE + VD) from Eqs.
A2.8a,b.

To fit to nominal fracture strengths
*FLAGS CF 00 Clear Flag 00 for nominal rather than the true, Bridgman-

corrected fracture strength.
Eu STO VA Program stores Eu in VB.
Store two more values to a total of three knowns and one estimate:

EO STO VD; Ef STO VE; FSffS STO VC
*SOLVER TT and continue SOLVER procedures as above for ~ield, tensile.
Manuallyevaluate n = VB + VD, Yt = TS[e(=l*eX)/(VB+VO)](VB+ D) from Eqs.

A2.8b. A2.4.
To fit to true. Bridgman-corrected fracture strengths

*FLAGS SF 00 Set Flag 00 for the true, Bridgman-corrected, rather than
the nominal, fracture strength in Vc.

Eu STO VA Program stores Eu in VB.
Store two more values to a total of three knowns and one estimate:

E() STO VD; Ef STO VE; (JfffS STO VC
*SOLVER TT and continue SOLVER procedures as above for yield, tensile.
Manually evaluate as above for nominal fracture strengths.
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Calculator program with comments

First prgm line no., prgm size and name, and possible unknown variables (except VA):
00 (l50-Byte Pgm) LBL "IT"
02 MVAR "VA" through MVAR "VE

Since (Y'IYkyp or Eu in VA, if VA < 1 GTO 01 to put value of VA in VB:
07 1 RCL "VA" x<y? GTOOI

Else find Eu from Eqs. A2.8a,b: (Y'IYkyP(ELYP + eo) -eo = Eu .«Y'IYkyp already in
bottom of stack) and proceed:

11 RCL "VE" RCL "VD" + x RCL "VD" STO "VB" GTO 02

From above, VA was Eu , so store it in VB directly and proceed:
19 LBL 01 STO "VB"

Evaluate Eq. A2.5 or A2. 8c, with n = Eu + eo from Eq. A2.3 or A2.8b, with FS or Of ,
depending on whether Flag 00 is set or cleared. E. g. if fitting yield,

(
eLYP + eO )ElI+EO 1 YLYP _ 0 . Form first factor, exponentiated:

ell + eo eELYP-ElI TS
21 LBL 02 RCL "VE" RCL "VD" +
25 RCL "VB" RCL "VD" + /
29 RCL "VB" RCL "VD" + yX

Include strain in thinning factor if Flag is Clear (i. e. unless Of entered):
33 RCL "VE" FC?OO GT003 CLx 0

Form thinning factor and divide by it to get first term. Store first term so far:.
38 LBL 03 RCL "VB" eX / STO 01

Skip Bridgman factor for necking correction if Flag is Set (offfS entered) or Eu > E :
44 FS?OO GTO 04
46 RCL "VE" RCL "VB" x>y? GTO 04

For Bridgman factor, store (Ef - Eu)/2 =a/(2R) from Eq. A2.7 in Register 02:
50 2 / STO 02

Multiply first term by reciprocal of Bridgman factor, [1/(a/2R) + 1]ln(a/2R + I), Eq.A2.7:
54 l/x 1 + x RCL 02 1 + In x STO 01

Subu"act YLypffS ,FSffS, Of orffS; SOLVER changes unknown so difference is zero:
64 LBL 04 RCL 01 RCL "VC" END
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a) The liner Duke of York, cut in half by the freighter Haiti Victory.

After plowing 210 feet through
a hay field. the 30-passenger, .twin­
turboprop aircraft broke in two.

b) Crash-landed twin engine 3D-passenger turboprop (Hendryx, 1996).

Fig. 1. Examples of hulls apparently broken at bulkheads.
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PHASE II
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Abstract

This report presents results obtained at the University of Rhode Island, Department of
Ocean Engineering, as part of a research project entitled: "Numerical Modeling of Oil
Containment by a BoomlBarrier System: Phase IT'. This project was supported by Grant
No. DTRS57-95-G-00065 of the Department ofTransportation (DOT) (United States Coast
Guards District (USCG) No.1) FY 1995 Oil Pollution Research Grant Program. A 50%
budget match was provided by the University of Rhode Island.

This project started on July 15, 1995, originally for a period of one year, but was
subsequently extended until December 31, 1996. The Phase II project is a second year
continuation of a Phase I project entitled : "A hydrodynamic model of oil containment by
a boom", which was supported by DOT-USCG Grant No. DTRS-5794-G-00076 of the
Department ofTransportation FY 1994 Oil Pollution Research Grant Program. A third year
continuation grant for Phase ill of this project has been awarded as of January 1, 1997,
under funding from the Minerals Management Service (MMS). The present report only
covers developments and computations carried out during Phase II of the project, using a
numerical model hereafter referred to as the Phase II model.

The long term goal of these studies is to develop computer models that will help both
gain fundamental insight into oil containment failure mechanisms and outline strategies and
methods for limiting the occurrence and/or the intensity of these failures, in actual field
situations.

Following initial studies and model developments reported for Phase I studies (Grilli et
at. [16]), model developments in Phase II studies have focused on three major aspects :
(i) improving and complementing the models developed in Phase I, namely both periodic
and non-periodic Piecewise Constant Vortex Sheet (PCVS) models; (li) provide a better
representation of hydrodynamic instabilities in the oil containment problem by developing
and implementing a more accurate model based on Continuous Vortex Sheets (CVS); and
(iii) both implementing and validating a numerical method for calculating the quasi-steady
equilibrium shape of an oil-slick including the effects of interfacial friction, and developing
a formalism to include interfacial friction effects in the Vortex Sheets (VS) time updating
equations (which were ignored in Phase I model).

As a result of such model development/improvements, model applications carried out
during Phase II provide more quantitative analyses and predictions than the qualitative
descriptions of the oil containment behavior achieved during Phase 1.

More specifically, in Chapter 1, we present an overview of the project as of the end
of Phase II and, in Chapter 2, we present the PCVS models equations and applications.
Looking at Figs. 2.13, 2.14, and 2.15, for instance, it can be seen that both entrainment
and critical accumulation failure modes have been well qualitatively modeled using the
PCVS approach. In Chapter 3, we present development and application of the new CVS
model. Looking at Fig. 3.3, for instance, it can be seen that the periodic Kelvin-Helmholtz
instability at an oil-water interface, and the subsequent roll-up of Vortex Sheets, have been
very accurately modeled, and for a much longer time, than using the PCVS model. In
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Chapter 4, we present a model and applications for calculating the quasi-steady-state initial
shape of a contained oil slick. Looking at Fig. 4.3, for instance, it can be seen that the initial
stable shape of an oil slick, measured by Milgram and Van Houten [29] in their laboratory
experiments, was correctly recalculated using the PCVS model. Finally, in Chapter 5, we
give the modified vorticity updating equations (5.20) and (5.21), including the effects of
interfacial friction. These equations will be implemented and tested during Phase ill studies.
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Chapter 1

Introduction and project overview

1.1 Introduction

This report presents results obtained at the University ofRhode Island, Department of Ocean
Engineering, as part of a research project entitled: Numerical Modeling ofOil Containment
by a BoomlBarrier System: Phase II, which was funded by the U.S. Coast Guard (USCG)
as part of the FY95 budget of the "Oil Pollution Research Grant Program" The present
project is a continuation of a Phase I project: A hydrodynamic model ofoil containment by
a boom: Phase I, which was also funded by the U.S. Coast Guard (USCG), as part of the
FY94 budget of the same program.

The Phase I project was aimed at developing a two-dimensional hydrodynamic model
of oil containment by booms, to be used to investigate oil containment failure (Figs. 1.1
and 1.2). It was envisioned that this numerical model and its future improvements would
help us both gain fundamental insight into oil containment failure mechanisms and outline
strategies and methods for limiting the occurrence or the intensity of these failures, in actual
field situations. Due to its more catastrophic nature, the failure mode referred to as critical
accumulation was the main object of the study (Figs. 1.2, 1.3). Three main technical tasks
were initially proposed : (i) numerical model selection and design; (ii) model testing and
validation; and (iii) application to oil containment failure. Extensive literature review and
analysis of the physical, theoretical, and numerical problems relative to oil containment
were conducted as part of task (i) (Grilli et al. [16]). Based on this review, an initial
modeling strategy was selected (hereafter referred to as the Phase I model). The Phase I
model was implemented and validated, and used to predict oil containment failure, as part
of tasks (ii) and (iii). In all cases, model results qualitatively showed the expected failure
modes and the correct sensitivity to changes in physical parameters (e.g., Fig. 1.4). Details
of the Phase I model development, implementation, and results can be found in Grilli et al.
[16, 17].

The Phase II project involved various improvements of the Phase I model, hereafter
referred to as the Phase II models, at both the level of the modeled physics (e.g., inclusion
of friction effects at the oil-water interface) and the numerical methods used (e.g., higher-
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Figure 1.1: Planview of typical set-up for oil containment by: (a) a towed boom (ocean); or
(b) a static boom (river). Arrows mark the direction and magnitude of the relative velocity
U between boom and water.
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Figure 1.2: Sketch for initiation of oil containment failure by critical accumulation, with
mention of important parameters: U, water-boom relative current velocity; Uow, oil-water
relative velocity; Po, pva oil and water density, respectively; CTow, CToa, CTau" interfacial tension
coefficients for oil-water, oil-air, and air-water, respectively; C/, oil-water interfacial friction
coefficient; q, oil slick depth; MWL, Mean Water Level.
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Figure 1.3: Experimental shapes of oil slicks measured in Delvigne's [9] experiments with
Arabian light emulsion (vo = 2,300 cs) for relative water-boom velocity U =a: 0.065; b :
0.095; c : 0.128; and d : 0.145 rnIs. The figure shows the increase in size of the headwave
and the shortening of the slick as U increases from curve a to c and, finally, the failure by
critical accumulation with the oil slick draining under the boom in curve d.
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Figure 1.4: lllustration of (qualitative) computations with the Phase I model for an oil slick
contained by a boom. In this case, both a headwave and interfacial instabilities develop
simultaneously.
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order discretization and time updating techniques). More specifically, model developments
in Phase IT studies focused on three major aspects :

(i) improving the Piecewise Constant Vortex Sheet (PCVS) models, both periodic and
non-periodic, developed during Phase I studies; for the non-periodic PCVS model,
in particular, improvements were aimed at better addressing problems with complex
boundary geometries (as needed to correctly include booms in VS models);

(li) developing and implementing a more accurate higher-order model, based on Contin­
uous Vortex Sheets (CVS), which will ultimately provide a better representation of
hydrodynamic instabilities in the oil containment problem; and

(iii) both implementing and validating a numerical method for calculating the quasi­
steady equilibrium shape of an oil-slick including the effects of interfacial friction,
and developing a formalism to include interfacial friction effects in the Vortex Sheets
(VS) time updating equations. [These were ignored in Phase I mode!.]

As a result of such model development/improvements, Phase IT model applications
presented in this report provide more quantitative predictions of the oil behavior than the
qualitative description achieved during Phase I studies. In particular, using the periodic
PCVS (Phase II) model, a wide parametric study of periodic interfacial instability was
conducted, where values of important parameters such as oil density, surface tension, and
oil-water velocity, were varied (Section 2.5.2). The modeling of oil containment by a boom
using the non-periodic PCVS (Phase IT) model provided more physically sound results than
obtained using the Phase I model (Section 2.5.2). Application of the new periodic CVS
model to the KH instability problem predicted interface VS roll-up, much further in time
than in any other earlier published numerical study of this problem (Section 3.3). Finally,
the calculation of the equilibrium quasi-steady shape of an oil slick showed surprisingly
good agreement with experimental measurements (Section 4.6).

Despite their accuracy and relevance, the main drawbacks of the numerical models
developed so far, however, are that, except for the computation of the equilibrium quasi­
steady shape of a slick, there has been no comparison (and thus calibration) of the time
dependent models with experimental results and that the models have assumed no surface
waves. Such experimental validation and calibration will be conducted as partof the ongoing
Phase III of the project, by comparing model re:mlts with experimental data obtained in the
University ofNew Hampshire's two-dimensional flume and three-dimensional data obtained
at MMS's OHMSETI flume in New Jersey.

In Chapter I of this report, we present key elements of the oil containment modeling
problem. In Chapter 2, we present equations and results for both periodic and non-periodic
improved PCVS models and, in Chapter 3, we present the same for the new CVS periodic
model. In Chapter 4, we present a model and applications for calculating the quasi steady­
state shape of an oil slick, including interfacial friction effects; and in Chapter 5, we give
the modified vorticity updating equations including the effects of interfacial friction.
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1.2 Project Overview

Booms are one of the most commonly used techniques to collect and contain oil on the sea
surface, or to protect specific areas against slick spreading by containment or diversion. In
the collection mode, floating boom systems are deployed on the free surface, usually in U
or V configurations, and towed towards the oil slick. In the diversion mode, they are used
to direct oil to the shoreline or sheltered area.

The containment of oil by a boom is illustrated by the sketches in Fig. 1.1 which
correspond to both an ocean situation in which a boom is towed by a boat at relative speed
U over the water, and a river situation in which a fixed boom is placed across a river
flow with current U. In both cases, oil accumulates inside the boom with the maximum
accumulation occurring at the boom catenary's apex, where the maximum relative water
velocity also occurs. Considering the location of accumulation and the small curvature of
the boom geometry around the apex point, it is often acceptable (as a first approximation) to
simplify this essentially three-dimensional problem to a two-dimensional one in the vertical
plane intersecting the boom's apex (Fig. 1.2). It is also reasonable to assume that, for both
cases in Fig. 1.1, the boom does not move and the water flows under the boom at a velocity
U, equal to the relative boom-water velocity.

In order to collect as much oil as possible in the shortest possible time, it is desirable to
have a relative velocity as large as possible. Various hydrodynamic instabilities at the oil­
water interface, however, contribute to a fairly low practical limit for the relative velocity,
on the order of 0.5 mls. In fact, for the idealized problem sketched in Fig. 1.2, laboratory
observations show that interfacial waves start developing at the oil-water interface for
relative current speeds, U ~ 0.15 mls. For larger speeds, these waves grow unstable and, in
most cases, lead to substantial or even total loss of oil under the boom (Agrawal and Hale
[1], Lau and Kirchifer [27], Wicks [39], Wilkinson [40,41]).

In the literature, such instabilities are referred to as boom containment failure modes
and three main types (or modes) of containment failures have thus far been identified 1 :

• drainage failure, where an increase in relative water-boom velocity U leads to an
increase in interfacial friction stresses, causing both a shortening and a thickening of
the slick beyond the barrier draft d, leading to containment failure;

• entrainment failure, where, for high relative oil-water velocities and low viscosity
oils (va < 3,000 cs), large interfacial stresses occur and induce shear instabilities at
the oil-water interface characterized by the formation of small fast-moving interfacial
waves (ripples); for sufficiently large U (on the order of 0.25 mls), these waves may
grow unstable and break, leading to subsequent entrainment of oil droplets in the
underlying flow;

1Note that, in addition to these failure modes which occur in calm weather, the effectiveness of the boom
in containing oil can be severely limited by the hydrodynamic behavior of both the boom and the slick under
extreme weather conditions that may create high seas. Such factors have not been considered in the Phase I
and II studies.
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• critical accumulation, where, for oils with large viscosities (vo ~ 3,000 cs) and
velocity U usually lower than for the other two modes (Ucr ~ 0.15 mls), the interface
develops slow-moving larger scale oscillations (headwave) which eventually cause
all of the oil to escape under the barrier, independent of barrier draft d (Fig. 1.3).

Grilli et al. [16] conducted an exhaustive literature review of the oil containment
problem and identified the key parameters and physical phenomena governing the three
failure modes listed above. They showed, in particular, that critical accumulation is the
dominant failure mode for high viscosity oils that are found in many real slicks 2 (Delvigne
[9], Johnston et al. [22]). They also clearly showed that interfacial waves occurring during
entrainment and critical accumulation failure modes are both initiated and sustained by
shear instability at the oil-water interface, usually referred to as a Kelvin-Helmholtz (KH)
instability (Benjamin [5], Drazin [11], Jones [23], Rangel and Sirignano [33]). Based on
these findings, Grilli et al. focused on numerical modeling of KH instability (in the context
of oil containment by a boom) as the main objective for Phases I and IT of this project

KH instabilities at the oil-water interface result from the interplay of the following
physical processes and parameters (Fig. 1.2),

• the relative water-boom velocity U, which controls the magnitude ofinterfacial friction
forces and triggers and sustains KH instability (see Section 2.5.2);

• the fluid density difference ~Pow = pVJ - po, which affects both slick thickness and
spreading forces. [In applications, this parameter is often represented by the value of
the oil/water density ration ep = polpVJ = 1 - ~PowlPVJ'] (see Chapter 4);

• ~Pow and the surface tension coefficient at the oil water interface, "ow, which both
affect the growth of interfacial KH waves (see Section 2.5.2);

• the interfacial friction coefficient CJ, which controls the magnitude of interfacial
friction forces (and thus affects oil slick thickness) and is dependent on interfacial
shape (including irregularities due to KH waves) (see Chapter 4);

• oil viscosity vo , which damps out short interfacial waves and limits the strength of
internal circulation cells within the oil slick (hence justifying a quasi-hydrostatic
assumption for highly viscous oil slicks; see Chapter 4).

Other parameters of lesser importance are "OVJ and "oa, the air-water and oil-air surface
tension, respectively.

Many experimental and theoretical studies were pursued in the 1970's to understand the
physics of oil containment by a boom and to identify the conditions leading to containment
failure. More recently, there has been a renewed interest in studying this problem and
attempts were made to use numerical modeling tools (Zalosh [42], Bai and Kim [2], Clavelle
and Rowe [7], Ertekin and Sundararaghavan [13]). Among the existing models, however,

2Due to weathering effects, oil slick viscosity increases rapidly with time for many oils.
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only the work by zalosh [42] included the key parameters, listed above, affecting interfacial
instability, whereas the other models [2, 7, 13] concentrated on representing fluid behavior
in the bulk of the oil and water domains in front of and/or behind the boom, and totally
ignored surface tension and KH waves on the oil-water interface.

In proposing the (FY94) Phase I project, considering the high degree of complexity
of physical mechanisms involved, it was anticipated that the model would only be a first
step towards a more comprehensive model of oil containment that could eventually provide
practically useful results. In Phase I, we thus identified three major phases in model
development, corresponding to successive improvements ofthe level ofphysical phenomena
modeled and, hence, also ofmodeling accuracy (see Grilli etal. [16]). The approach selected
for the initial model, the Phase I model, was based on zalosh's model with both improved
governing equations and numerical solution (see Grilli et al. [16]).

Development and implementation of the Phase IT models took place as part of the FY95
project and are presented in this report. We will show that the Phase IT models provide
significant improvements of both the level of physics modeled and the numerical accuracy,
compared to the Phase I model. In particular, we will present quantitative results showing
the effects of the key factors listed above, on the growth rate of interfacial KH instabilities
(Section 2.5.2). We will also give results ofcomputations for the failure of a contained slick
due to instabilities in the headwave (entrainment-type failures; Section 2.5.3). Finally, we
will give quantitative predictions for the equilibrium steady-state shape of a contained slick,
which compare favorably with experiments.

As a summary, Fig. 1.5 gives an overall flowchart for the model development procedures
followed during Phase IT, with the anticipated model experimental validation/calibration
tasks to be carried out in the ongoing Phase ill. As indicated in the figure, the major
progress in Phase II models, as compared to the Phase I model, were made in the devel­
opment of new numerical algorithms for the periodic (KH instability) and non-periodic
(oil-slick with a boom) Piecewise Constant Vortex Sheet (PCVS) models, and in the es­
tablishment and implementation of a higher-order model (CVS) of the same problems.
Numerical/qualitative validation of the newly developed models were carried out at all
stages of model developments, using both convergence tests and lower-order theoretical
solutions (e.g., the linearized KH instability problem by Lamb [26]). As indicated, both
the PCVS and the CVS models and related algorithms were alternately tested for the KH
instability case, which contains infinite vortex sheets with periodic disturbances, and for an
oil-boom containment setting, similar to Fig. 1.2, which consists of multiple discretized
vortex sheets and several infinite sheets.
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Figure 1.5: Flow chart of Phase II model development/validation procedure, with indication
of Phase ill validation/calibration tasks.
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Chapter 2

Piecewise Constant Vortex Sheet (PCVS)
model and applications

In the Phase I model developed for the containment of oil by a boom (e.g., Fig. 1.2), VS's
were introduced to represent velocity discontinuity and geometry at fluid-fluid interfaces
(air-water, air-oil, oil-water) and fluid-solid boundaries (boom, bottom). These VS's were
discretized, along selected parts of the interfaces, using both piecewise-constant elements of
vorticity (PCVS) and piecewise-polynomial geometry; semi-infinite parts of the interfaces
were represented by semi-infinite VS's (Fig. 2.1).

This PCVS approach to the oil containment problem was further developed and refined
during Phase IT. In this Chapter, we first give a recapitulation of general VS dynamics
equations (Section 2.1) and both old (phase I) and newly developed (phase IT) improved
numerical procedures (Section 2.2) used in all the models. We then review the governing
equations for the periodic PCVS model (Section 2.3) and give applications of the Phase IT
improved numerical model (Section 2.5.2). In Section 2.4, we detail the specific improve­
ments made during Phase IT to the non-periodic PCVS model and give applications to oil
containment by a boom in Section 2.5.3.

2.1 Recapitulation of VS dynamics equations

2.1.1 Velocities induced by VS's

For an inviscid fluid flow in a vertical plane (x,y), when vorticity can be assumed to be
concentrated within two-dimensional vortex sheets (VS), Biot-Savart's law can be used to
calculate the induced velocity field, tot = (u,v) as (Batchelor [4] p527),

1 JY - y'u(X, y) - 211" ---;:2 1'(s) ds

1 JX - x'
v(X, y) - - 211" ---;:z 1'(s) ds
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where 1'($) is the clockwise vortex sheet strength (i.e., minus the vorticity) and $(X', y') is
the curvilinear abscissa at points z' = (X', y') along the sheet.

When points z = (x, y) do not belong to the VS, integrals in (2.1) are non-singular.
For points (x, y) on the VS, integrals in (2.1) are singular for vanishing r and must thus be
calculated in a Cauchy Principal Value (CPV) sense. In this case, (2.1) also takes the form
of a Boundary Integral Equation (BIE) for 1£(x, y) on the sheet.

In the various numerical models developed in this study, discretized expressions of (2.1)
are used to calculate the sheet position as a function of time, according to the Lagrangian
definition of velocities, as,

dz
dt(t) = 1£(x,y) (2.2)

where the time derivative follows the motion of the sheet.
A standard simplifying assumption in numerical models of VS dynamics is to assume

that the vorticity is either piecewise constant or is concentrated at point vortices along the
sheets. Despite their similarity-and sometimes their confusion in the literature-, these
two representations differ in the sense that point vortices do not have a self-induced velocity
contribution to Eqs. (2.1) whereas piecewise constant distributions of vortices do have
self-induced velocity at the center of each interval, due to CPV integral contributions in
(2.1) (Fink and Soh [14], Van de Vooren [37]).

In many studies, however, point vortices were found to only give a poor representation
of continuous VS's as a function of time and often to quickly lead to inaccurate or even to
unstable results. This occurs unless point vortices are continuously regridded to equal arc­
length distance on the sheet (Fink and Soh [14]) and, even in this case, results cannot usually
be accurately computed much beyond the initial instability and roll-up of the interface. The
reason for this was discussed in Grilli et ai. [16, 17] and various discretized equations and
expressions for the CPV integrals needed for PCVS were given.

2.1.2 Rate of change of circulation on the VS's

For a vortex sheet representing the interface between two fluids moving with velocity 1£0

and 1£1, respectively, the VS strength (i.e., vorticity density) is given by [42, 43, 37, 33],

(2.3)

in which,
(2.4)

are tangential velocities on both sides of the VS, with B = [cos,B, sin,B], the tangential
vector along the sheet and ,B(s) the angle between the tangent to the sheet and the x-axis.

Using (2.3), the circulation (i.e., vorticity) associated with a small vortex element i of
length D..si' over which constant velocity and smoothly varying geometry are assumed, is
given by,

(2.5)
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For a uniform, incompressible, inviscid fluid with conservative forces, Kelvin's theorem
states that the rate of change of circulation around a closed material contour moving with
the fluid is zero (e.g., Batchelor [4]),

Dr=o
Dt

with
D 8-=-+u·VDt 8t

(2.6)

(2.7)

where DJDt denotes the material derivative. For a vortex sheet at the interface between
two regions ofdifferent velocity within the same fluid, however, Van de Vooren [37] showed
that Kelvin's theorem, as stated in (2.6), is not applicable but may only be applied for a
contour moving with the sheet reference velocity equal to the mean between velocities on
both sides of the sheet, 1£ = H1£0 + 1£1)' This reference velocity is defined as the sheet
velocity and will be used whenever calculating material time derivatives with respect to the
sheet motion, referred to as dldt.

For an interface between two different fluids with density po and PI, subjected to
gravity and non-zero interfacial tension O'o}, the fluid is non-uniform and forces are non­
conservatives. Hence the rate of change of circulation around a material contour crossing
the interface is non-zero and an evolution equation must be developed to predict its behavior.
Zaroodny and Greenberg [45] first derived an equation for the rate of change of circulation
for a continuous vortex sheet without surface tension. Zalosh [42, 43] developed a similar
equation, including surface tension effects, for a sheet discretized with point vortices but
made an error when he failed to consider the difference mentioned above between the time
derivatives DIDt, following fluid particles on either side of the sheet, and dJdt, following
the sheet motion. This was later pointed out by Rangel and Sirignano [33] who derived the
correct evolution equation, but without including gravitational effects.

Grilli et al. [16, 17] derived the expression for the rate ofchange ofcirculation, including
gravity, density difference, and surface tension effects at the interface between two fluids.
For a vortex sheet with piecewise constant vorticity elements ~s/s, it reads,

D r i ( [dU.i . 1 81i ] 0'~1 82
{3i)

D t = 2~Si K, a:t + 9 sm {3i + 4'i 8s - 1+ cp 8s2

where O'~l = O'ot/Ph cP = PolPI ::; 1, K, = (1 - cp)/(1 + cp) is the Atwood number and, by
(2.4),

dU.i dUi dVi . ( )a:t = diCOS{3i +di sm {3i 2.8

is the tangential acceleration at point i.
In computations, a characteristic length scale is defined as A and a characteristic time

scale as AI~U, in which ~U denotes a characteristic velocity jump at the interface. Based
on these, the following nondimensional variables are introduced for coordinates of vortex
element centers, their arc-length, and the time, as,

(_ Xi
,- A

Yi
; TJi = I

141

.,.=t~U
A

(2.9)



respectively, for the curvature at vortex element centers, as,

for velocities at vortex elements centers, as,

(2.10)

Ui
\Ii = -

6.U

and for the vorticity of vortex elements, as,

Vi
v·--
1- 6.U (2.11)

(2.12)

With these non-dimensional variables, the rate of change of vorticity of vortex elements can
be expressed as,

where Fr denotes the Froude number,

6.U
Fr=--

.Jii'X
and We denotes the Weber number,

(2.13)

(2.14)

(2.15)

The non-dimensional tangential acceleration at the interface in (2.13) is found as (i =
1, ... ,N),

d Ui. d Ui d Vi •
-- = -COS{3i + -sm{3i
dr dr dr

Details can be found in Grilli et al. [16].

2.1.3 Semi-infinite vortex sheets

(2.16)

As in Zalosh [42], horizontal semi-infinite vortex sheets will be used in the (non-periodic)
computations of oil slick containment by a boom, to represent regions of the water domain
with constant uniform horizontal velocity U. In Fig. 2.1, for instance, this corresponds to
free surface and bottom regions both in front of the slick (e.g., from x = -00 to x = Xl)

and behind the boom (e.g., from x = X r to x = +00).
Assuming no air velocity and no flow through the bottom, these semi-infinite sheets

have a tangential velocity jump 6.u. = ±U, with the negative sign being taken on the free
surface and the positive sign on the bottom.
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Figure 2.1: Sketch of computational domain for the oil containment by a boom, with
definition of main parameters: U = flow velocity; sil-si4 = semi-infinite vortex sheets;
ds l-ds7 = piecewise-constant discretized vortex sheets; 0 = centers of discretized vortex
elements.

When parts of the fluid domain are discretized with VS elements, such semi-infinite
vortex sheets provide contributions to the discretized form of Biot-Savart's Eqs. (2.1) for
the sheet velocity, and also to the VS's accelerations. These contributions were calculated
by Grilli et al. [16]. For instance, if the unperturbed free surface is at y = 0 and the
horizontal bottom is at y = -h, the total contribution to the velocity of four semi-infinite
vortex sheets located at (Xt, 0) and (X,., 0), with strength -U, and at (Xt, -h) and (X,., -h),
with strength +U is calculated as,

U X - Xt x - Xt x - x,.
-2{211" + arctan ( ) - arctan ( h ) - arctan ( )

11" Y y+ y

+ arctan (x - ~ )}
y+

U 1 [(x - X,.? +y2] [(x - Xt? + (y +h?]
- og
411" [(x - Xt)2 + y2] [(x - X,.)2 + (y + h)2]

(2.17)

As a verification, if we take Xt = x,. inEq. (2.17), thus assuming a uniform flow represented
by two infinite vortex sheets, we see that (2.17) indeed reduces to, 'lLt,. = U and Vb = O.

For the accelerations it could be shown, similarly, that all contributions from the four
sheets, as expected for a uniform flow, cancel each other and we get, d'ILt,. / dt = dVt,. / dt = O.

2.2 General numerical procedures for PCVS model

Numerical methods were developed in Phase I model for the integration of Eqs. (2.1)
and (2.2). These were essentially a numerical integration of the BS equations and a time
stepping procedure for the time marching. The basis of these methods have been kept in
the Phase II model.

The differential equation (2.2) is solved using an explicit time stepping method in which
both the geometry and the circulation on the VS's are calculated at time.,. + 1:::...,., from the
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known geometry and vorticity at time r, using a truncated Taylor series as (i = 1, ... , N),

(.o.r)2 duo
e.(r + .o.r) - e.(r) + .o.rUi(r) + -2- d;(r) + 0[(.o.r)3]

(.o.r? dv.
'1.(r + .o.r) - '1.(r) + .o.rv.(r) + -2- dr (r) + 0[(.o.r)3]

dg. (.o.r)2 ~o. 3
~(r + .o.r) - ~(r) + .o.r -'(r) + --__C1(r) + O[(.o.r) ] (2.18)

dr 2 dr2

where .o.r denotes the nondimensional time step. Thus, starting with the VS's initial
geometry and circulation, the induced velocity components Ui and v. are calculated along
the sheets using BS equations (2.1), discretized using PCVS elements. [The discretized
BS equations for both periodic and non-periodic PCVS models are given in Sections 2.3.2
and 2.4.2.] Corresponding accelerations (dUi/dr, dv./dr) are calculated by finite backward
differentiation. Tune rates of change of circulation, dgJdr, are then calculated using Eqs.
(2.13)-(2.16), and ~~/dr2 is calculated by finite backward differentiation (see Grilli et al.
[16, 17] for details). Using these physical variables, Eq. (2.18) is used for the time updating
and the whole process is repeated to calculate the solution at a later time.

Models developed during Phase I of this project, despite providing a good qualitative
representation of the modeled phenomena, were not sufficiently accurate to allow good
quantitative prediction. Furthermore, they were not usually stable enough to calculate
interfacial evolution for a sufficiently long time. In the course of Phase IT studies significant
improvements were made to the models' numerical procedures to make computations both
more accurate and stable. These improvements dealt with the following aspects of the
computations:

• Higher-order modeling of the geometry: In Phase I model, higher-order sliding
polynomial interpolation of the VS geometry was used. When using this method
to compute interfacial evolution beyond the initial stages of instability (interfacial
roll-up), however, it was observed that tangential derivatives became very irregular in
regions of large curvature. This, in tum, through the effects of curvature and surface
tension in the vorticity updating Eq. (2.13), caused the numerical results to rapidly
become unreliable. The source of these irregularities was identified during Phase
II studies as resulting from the isoparametric element mapping used in the sliding
interpolation. A new interpolation/mapping method was developed that eliminated
these irregularities. This method is referred to as parity mapping method.

To our knowledge, the origin of such irregularity problems has never been identified
in earlier published studies of interfacial instabilities and may be responsible for some
of the unstable results obtained by some authors, and referred to as numerical chaos,
when using PCVS or point vortex methods to compute the roll-up of interfaces.

The parity mapping method is detailed in a following section.

• End point periodicity and compatibility: In the periodic KH problem (see below),
the exact mathematical transformation of the infinite interface into a periodic interface
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in the model both requires that the wavelength >. of periodicity be maintained closely
constant and that numerical results be strictly periodic for each extremity of the
discretized sheet In the PCVS method. however. the use of the centers of constant
segments as discretization points requires that both the first and last such segments
be extended by half their length to represent a full wavelength. All geometrical
quantities and their derivatives must also satisfy this periodicity. Although partly
enforced in the Phase I model, these requirements were not all fully satisfied in the
equations. Results were thus slightly less accurate for the end nodes of the interface
which. through time stepping. could lead to significant errors and sometimes to the
termination of computations. due to numerical sawtooth instability. before roll-up
could be completed. Extended periodicity conditions have been implemented in
the Phase IT model for the periodic KH problem. and no irregular behavior is now
observed at end nodes of the interface.

For the non-periodic oil-containment problem. VS's intersect each other at a number
of locations (e.g.• oil-water interface and boom. air-water interface and oil-water
interface. etc...; see Fig. 2.1). At such multiple VS intersection points. components
of the sheets' velocity calculated on different sheets must be compatible with each
other. if the motion of the intersection point is to be uniquely defined. thus making
computations stable. In the Phase I model. no particular attention was given to
this problem and computations proved very unstable close to these "multiple points"
which. in turn, had to be artificially maintained in their correct position. In the Phase
IT model. extended velocity/geometry compatibility conditions were implemented to
ensure "multiple points" behaved correctly.

More details relative to "multiple points" modeling are given in a separate section.

• Adaptive node regridding : Regridding is a method where, through are-interpolation
of results on the interface between two fluids. nodes are redistributed according to
some pre-established criterion. The simplest such redistribution (used in this model)
is based on maintaining a (more or less) constant arc-length distance between nodes
(i.e., segment length), throughout the computations. As the instability develops in
time on the interface, VS roll-up occurs and the length of the interface increases
significantly. Hence, to maintain the distance between nodes close to its original
value. nodes are gradually added thereby improving the resolution of computations.

In the Phase I model, regridding was implemented but did not achieve full success.
Indeed, a gradual loss of accuracy of results was observed as regridding occurred. It
was understood during Phase IT that this loss of accuracy resulted from small errors
in the re-interpolation, of the same nature as those discussed above for modeling of
the geometry. After implementing the parity mapping method for the interpolation
and using it in combination with regridding procedures. it was found that these errors
were mostly eliminated.

In the applications presented in Section 2.5.2. we compute the instability of a periodic
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interface in both conservative and non-conservative cases. In the former case, two
identical fluids are used which requires that the circulation be conserved along the
interface. If no regridding occurs, this requirement is automatically satisfied in the
model equations. With regridding, however, total circulation can be re-calculated at
each time step and compared to the initial circulation. Doing so, it was observed that a
slight change in total circulation occurred before and after regridding which could be
attributed to the slightly different geometry of the interface in the two discretizations.
Through time stepping, it was further observed that total circulation drifted from
its initial value. Hence, a method was implemented in the model to correct the
circulation of individual vortex elements and ensure that total circulation remained
constant through regridding, for a given time step.

The adaptive regridding method is detailed in a following section.

2.2.1 Element parity mapping

As mentioned before, in most earlier models based on point vortices, investigators re­
ported that, as time increased, computations became gradually unstable and, eventually, led
to irregular motion of discretization points (e.g., Moore [31]; Zalosh [43]; Meiron et at.
[30]). Such instabilities are particularly strong when surface tension effects are included
(Rangel and Sirignano [33]). In most of the previously reported work, after experiencing
such problems, it was concluded that numerical instabilities were likely due to improper
calculation/representation ofVS's motion in the models. In some work, reduction in numer­
ical instabilities were attempted, but with little success, by improving singular integration
calculations.

A detailed analysis of this problem was done during Phase IT which showed that irregular
motions of vortex elements are always associated with an increasingly poor accuracy of
the VS geometric representation and, particularly, of tangential s-derivatives. When KH
instabilities develop, intense roll-up of VS's indeed occurs (e.g., Fig. 2.3), leading to large
curvature of the interface and to enhanced surface tension effects. Hence, even if a lower­
order representation may be acceptable for the circulation, a higher-order representation
of the geometry is needed to ensure continuity of inter-element slope and curvature. This
was also concluded by Grilli and Svendsen [21], who used cubic splines, and by Grilli and
Subramanya [18, 20], who introduced a fourth-order sliding polynomial interpolation of
the geometry, independent of the Boundary Element (BEM) shape functions, to calculate
s-derivatives in their computations of overturning surface waves.

In the Phase I model, following Grilli and Subramanya, a five-node sliding interpolation
of the geometry was first tested (i.e., 4th-order isoparametric boundary element in which
geometric characteristics are calculated for the middle node of the element). Slope angle
and tangential derivatives were calculated by direct differentiation in the sliding element,
using a BEM representation in which the geometry of each element is represented by a set
of m = 5 locally continuous polynomial shape functions N;(p.), analytically defined on a
reference isoparametric element using m discretization points (nodes) (parametric mapping
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in Fig. 2.2). Hence,

m

Z(Jl) =2: N;(Jl)Z;
;=1

m

Y(Jl) = 2: N;(Jl)Y;
;=1

m

'1(Jl) = 2: N;(Jlh;
;=1

(2.19)

where z;, Y;, and '1; are coordinates and circulation for the element nodes, respectively.
Derivatives with respect to the intrinsic coordinate (denoted by Jl indices) are easily obtained
from Eq. (2.19), using derivatives of shape functions. Key flow parameters of VS's
evolution are functions of tangential s-derivatives of the interfacial slope angle fJ and
curvature 8fJ/ 8s. For each boundary element, these can be expressed as,

cos I' = ZIl ; sinf3 = Yll ; Sll = {z; +y;P/2 (2.20)
SIl SIl

af3
as

821'
8s2

Y Illl cos fJ - Z Illl sin fJ
s2
Il

YIlIlIl cosfJ - ZIlIlIl sinf3 3 [2 2R (2 2 ) . 2fJ]
- 3 - -24 ZIlIlYIlIl cos IJ - Z~ - Y~ sm

SIl SIl

(2.21)

which can easily be calculated using derivatives of Eq. (2.19). Hence, the geometry
(z(Jl), Y(Jl)), circulation '1(Jl), and the Jacobian s:' of each VS element le, can be calculated
with Eqs. (2.19) and (2.20) and substituted into the discretized BS integrals and, similarly,
these and 821'/8s2 calculated with Eq. (2.21) can be substituted into the vorticity updating
Eqs. (2.7) or (2.13). To calculate characteristics for the next node along the VS, the sliding
element was moved forward by one node. The element was kept identical for the first 3
nodes and for the last 3 nodes on the sheet.

When using this sliding element for the KH problem, however, after providing the
initial trend of VS roll-up, computations rapidly failed and led to irregular motion of nodes,
independent of flow conditions and physical properties. A repetition of these calculations
using cubic splines did not improve results. To better identify the nature of instabilities,
in Phase n, both the sliding and spline element methods were used to calculate tangential
derivatives for a simple sinusoidal interface. It was found that:

• the accuracy of tangential derivatives calculated in the reference element is a function
of the location of nodes on the original interface, especially if the order of derivatives
is high;

• the numerical instability or irregular motion of nodes is first triggered by inaccuracies
in the higher-order s-derivatives, mostly at locations where a fairly non-uniform
distribution of nodes occurs within one element.

These findings explain why, for the periodic KH problem, instabilities were first observed
at the extremity nodes and in roll-up regions of the interface, where the periodic boundary
condition is enforced and interface node spacing is most changed, respectively.
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Figure 2.2: The Parity Mapping scheme for local isoparametric element

A careful analysis of these and similar results showed that the mapping of geometric
elements, with irregular node spacing, to a reference element, with constant node spacing,
is at the origin of small numerical inaccuracies in higher-order s-derivatives which, through
time updating and enhanced surface tension effects in the roll-up regions, rapidly propagate
and lead to sawtooth instabilities of the interface geometry. A new method, referred to as
parity mapping, was thus designed to provide s-derivatives less dependent on discretization
node density. Bases for this method are indicated in Fig. 2.2. In standard isoparametric
element transfonnation, the distance between nodes in the reference element is constant. In
Fig. 2.2, for instance, with a four-node element, it is equal to two-third. In the parity mapping
method, a new (monotonous) mapping variable X is defined, in between the transfonnation
from s to J.L, to create an element, with node density similar to the geometric element. The
parity element is then mapped onto a reference element with intrinsic coordinate J.L varying
between [-1,+1] and irregular node spacing. Results show that this method eliminates (or
at least greatly reduces) fluctuations induced in tangential derivatives due to irregular node
spacing.

The (monotonous) parity coordinate X is defined for element nodes i such as to carry
the basic geometrical infonnation from the original node distribution, as,

Xi = Xi-l + ";1 Xi I+ IYi I ; i = 2, ... , m (2.22)

for am-node isoparametric element (m ~ 4 and even), with Xl = 0, and the middle interval
in the element starting at node m/2. The mapping interval in the reference element is,
~J.L = J.L... - J.Ll = 2, and the corresponding interval for the parity mapping element is,

...-1

~X = Xm - Xl = L ~X; with ~X; = XHI - X;
;=1

(2.23)

The basic relationship for the parity mapping transfonnation expresses a geometric similarity
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(2.24)

between X and p., as,
l:1p.

l:1P.i = l:1Xi- ; i = 1, ... , rn - 1
l:1X

For the 4-node element in Fig. 2, using Eq. (2.24), we thus have for the intermediate node
coordinates (rn/2 = 2),

2
P.2 - l:1X2- -1

l:1X
2

(2.25)P.3 - l:1X (l:1X2 + l:1X3) - 1

with l:1X, l:1X2, and l:1X3 being given by Eqs. (2.22),(2.23), for the corresponding element
nodal coordinates (Xi, Yi).

In the applications, the parity mapping method is used to calculate s-derivatives, based
on 4-node cubic elements (as in Fig. 2.2). In this case, corresponding shape functions N;(p.)
are analytically recalculated for each element, depending on the P.i values at intermediate
nodes (Le., here, P.2 and P.3 from Eq. (2.25), with p.t = -1 and J1.4 = 1 for the element
extremity nodes), to satisfy the property N;(P.i) =Ci;, as,

Nt(p.)
(p. - P.2)(P. - p.3)(1 - p.)-

2 (1 +P.2)( 1 + P.3)

N2(p.)
(p. + 1) (p. - P.3) (p. - 1)

-
(1 +P.2)(P.2 - P.3)(P.2 - 1)

N3(p.)
(p. + 1)(p. - P.2)(P. - 1)

-
(1 + P.3 )(P.3 - P.2 )(P.3 - 1)

N4 (p.)
(p. + 1)(p. - P.2)(P. - P.3) (2.26)-

2 (1 - p.2)(1 - P.3)

Other geometric variables needed for the BS integrals are discretized using 4-node
cubic isoparametric sliding boundary elements (Le., with shape functions N;(p.) given by
Eq. (2.26), with P.2 = -1/3 and P.3 = 1/3), in which the middle interval only is used to
interpolate between two nodes (mid-interval interpolation; Grilli and Subramanya [20]).

2.2.2 Adaptive regridding method

When VS's roll-up on the oil-water interface, some regions of the interface become signifi­
cantly stretched, which leads to a reduced density of nodes and VS elements that may affect
computational accuracy. In other regions of the interface, on the other hand, nodes will tend
to concentrate which may lead to quasi-singular situations, particularly when point-vortices
are used. In earlier work, node regridding methods were introduced to prevent point vor­
tices from excessively concentrating in roll-up regions of the interface (e.g., by Rangel and
Sirignano [33]) : nodes were adaptively added and regridded to equal arc-length spacing,
according to the increased length of the interface with time, in order to satisfy a minimum
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Figure 2.3: Sketch of computational set-up for periodic Kelvin-Helmholtz instability with
wavelength ~ (with, x' = x/~, y' = y/~). Uo , UI are uniform velocities and Po, PI are
densities, of fluid 0 and 1, respectively. Curve (- - - -) is the initial sinusoidal perturbation
on the interface between fluid 0 and 1 and (--) is the unstable interface computed at a
later time.

spatial resolution requirement. In the applications of Section 2.5, for instance, nodes were
added when the PCVS element average length increased or decreased by more than 1.5%
over one time step.

In the present model, a similar node regridding technique is used, based on the method
developed by Grilli and Subramanya [20] to study breaking surface waves. This method
combines cubic spline elements and the new parity mapping interpolation method presented
above. For the PCVS model, the circulation interpolation is performed at time step tic, at
the location of the regridded nodes, using the circulation densities calculated as,

Ic r~
"'Ii = A Ie

~s·,
(2.27)

where i corresponds to the old node locations.
In addition, as mentioned before, a correction of the vortex elements circulation is

performed in order to maintain a constant total circulation on the VS, through regridding at
a given time step.

2.3 Periodic KH instability and equations for PCVS peri­
odic model

2.3.1 KH instability problem

In this idealized problem, we consider a vertically stratified, statically stable system, made
of two homogeneous immiscible inviscid fluids, of density PI (lower fluid) and po :5 PI
(upper fluid), interfacial tension uo}, and infinite extension in the x direction, moving with
uniform horizontal velocities UI and Uo , respectively (Fig. 2.3). We wish to calculate the
evolution of the interface between the two fluids, as a function of time, under the action
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of gravity, density difference, inertial, and interfacial tension forces, when the interface is
initially perturbed by a small periodic disturbance1

•

Hence, in the computations both an initial sinusoidal disturbance of wavelength >.
and (small) amplitude a (i.e., ex a sin 21rxI>'), and a velocity jump, Li.U =I U1 - Uo I, are
prescribed on the interface between both fluids. According to Lamb [26], the initial vorticity
distribution 'Y(x) corresponding to the specified geometry and velocity jump is,

(2.28)

(2.30)

9 k l+tp
W = {(I - tp)"k + 0"01 PI } tp(Li.U)2 (2.29)

where E = al>., k = 21rI >. is the wavenumber, 9 is the acceleration of gravity, tp = PolPI
is the density ratio, and K, = (1 - tp)I (1 + tp) is the Atwood number.

This problem was solved by Lamb [26] in a linear framework (see p. 373 and p. 461).
He found that a periodic disturbance would always be unstable and grow exponentially with
time as ex exp wt, if,

with,

with,

(
9 k) 1/2

Co = K,"k + 0"~1 (1 + tp)

the speed of propagation of interfacial waves, 0"~1 = 0"01 IPI, and,

(2.31)

(2.32)
Jtp(l- W)

w=k6.U (l+tp)

Combining Eqs. (2.29) to (2.32), one sees that the instability criterion (2.30) also corre­
sponds to W < 1.

According to Eq. (2.30), the growth of the instability will be maximum for a minimum
value of co' Hence, calculating the critical wavelength >.min leading to this minimum value
and replacing it in Eqs. (2.30) and (2.31), we obtain the minimum critical velocity jump
causing instability (Le., the one for which w = 0 or W = 1) as,

(2.33)

with,

(

, ) 1/2>.min = 21r 0"01

g(l-tp)
(2.34)

1When the low density fluid is above, the interface is statically stable unless the superposition ofa velocity
across the perturbed interface can generate inertially induced Kelvin-Helmholtz (KH) instability (Kelvin [25]).
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(2.35)

Lamb's solution assumes that the height of interfacial waves is infinitesimal. This is
only an approximation, particularly if the instability is free to develop for a long enough
time. As a first approximation, however, Lamb's solution can be used both to predict the
threshold velocity likely to cause initial instability of interfacial waves, and the initial stages
of growth of instability in the linear regime. Moreover, despite their limitations, as we
will see, Lamb's equations contain the correct physical parameters influencing interfacial
instability (Le., fluid density ratio, interfacial tension, and gravity) that will be used in the
numerically exact solution presented hereafter.

2.3.2 Governing equations for PCVS periodic model

In the periodic PCVS model, full nonlinearity of geometry and flow equations is kept by
representing the interface as an inviscid vortex sheet (VS) whose motion is given by the
Biot-Savart integral equation (2.1) (Batchelor [4]). Hence, for the infinite interface between
both fluids, the complex motion Z(8, t) is given by,

dz . i 1+00
,.(8') ,

-d(8,t)=U(8,t)-~V(8,t)=-2 () (' )d8t 7r -00 Z 8, t - Z 8 , t

where, i = yCT, Z = :z: + iy, and 8 is the curvilinear coordinate along the VS. The
integral in Eq. (2.35) must be understood in a Cauchy Principal Value (CPV) sense and,.(8)
is the vortex sheet strength (i.e., circulation), satisfying conservative or non-conservative
evolution equations, depending on the problem treated (see next section).

Due to spatial periodicity of the KH problem, Eq. (2.35) can be transformed into (Van
de Vooren, [37]),

u(e, 17 ) _ de 1 f SP.) sinh 27r(17 - 17') d '
dr = 210 cosh 27r(17 - 17') - cos 27r(e- e') g

v(e, 17) _ d17 1 f S
(>') sin 27r(e- e') d ' (2.36)

dr = - 210 cosh 27r(17 - 17') - cos 27r(e- e') g

where dimensionless variables introduced in Eqs. (2.9)-(2.12) have been used, and dashes
denote variables calculated at point s' of the VS. The VS's nondimensional velocity field
(u, v) and motion (e, 17) induced by a known vorticity distribution can thus be obtained by
solving Eq. (2.36). Due to the nonlinearity in the equations, this can only be performed
numerically.

When the VS representing the infinite periodic interface between two fluids is discretized
using Piecewise Constant Vortex Sheets (PCVS) elements, Grilli et al. [16] showed that
Biot-Savart equations (2.36) reduce to,

l1& = ~ L: g. sinh 27r(17i - 17; ) + \ii
2 #i J cosh 27r(17i -17j) - cos 27r(ei - ej)

1L: sin 27r(ei - ej) - (2.37)
Vi - -2 #i gj cosh 27r(17i -17j) - cos 27r(ei - ej) + Vi
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for (i I j = 1
"

", N), with the indices denoting center points of PCYS elements.
In Eq. (2.37), the interface has been assumed to be discretized by N segments of

length As; (nondimensional length As;), with piecewise-constant vorticity density 'Y; or
r; ='Y;As; (nondimensional value g;). Velocities \ii and Vi denote nondimensional velocity
contributions resulting from CPY integrals due to singularities occurring when the source
point (:Z:i, Yi) or Ui, '7i) coincides with the integration point (:Z:;I Y;) or (e;1 '7;) (Le., self­
induced velocity contributions). To our knowledge, since most existing models use Oess
accurate) point vortices, these periodic CPY integrals have never been exactly calculated
in the literature. Only Van de Yooren [37] provided a first-order approximation for these,
based on a Taylor series expansion of the singularities. Full analytical expressions for \ii
and Vi can be found in Grilli et aZ. [16] (their Eqs. 4.14 to 4.16). More accurate expressions
of CPY velocities for continuous vortex sheets are given in Section 3.1.

The general numerical procedures used in the periodic PCYS model are those presented
in Section 2.2.

2.4 Oillboom containment problem and equations for the
non-periodic PCVS model

2.4.1 Oillboom containment problem

This problem physically corresponds to Figs. 1.2 to 1.4 and, for the numerical PCYS
model, is illustrated by Fig. 2.1 where one can see that various interfaces between fluids
and fluid or solid boundaries (air-water, oil-water, oil-boom, water-boom) are represented
by semi-infinite YS's or discretized PCYS. Governing equations are the Biot-Savart Eqs.
(2.1), for calculating the velocity field induced by vorticity distributions on the YS's, Eq.
(2.2), for calculating the YS's movements as a function of time, and Eqs. (2.7) or (2.13),
for calculating the time rate of change of vorticity along the YS's.

During Phase I studies, a simplified oillboom containment problem was solved, fol­
lowing the methodology proposed by Zalosh [42], in which a semi-infinite oil slick was
modeled (Le., without a boom), and the headwave instability of the contained oil slick
was calculated. Hence, to model this problem, two discretized PCYS were used, for the
oil-water and the oil-air interfaces, together with three semi-infinite YS's. Computational
results for this problem showed that, for sufficiently large flow velocity, the expected YS
roll-up occurred in the front of the slick (see also [17] for numerical results).

During Phase II studies, the computations of instabilities in oillboom containment sys­
tems were extended to more realistic cases including a finite slick and a solid boom. In such
cases, the water-air interface in front of the slick was also discretized as a PCYS to account
for the dip of the free surface observed in experiments at the slick leading edge. Doing so,
5 discretized PCYS and 3 semi-infinite or infinite YS's were used in the model (Fig. 2.4),
which made it necessary to address problems of velocity and displacement compatibility at
multiple intersection points between sheets.
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In the following, governing equations for a PCVS multiple sheet system are first pre­
sented. Then, numerical methods specific to this problem, such as the initial conditions are
presented and the treatment of multiple intersection points.

2.4.2 Governing equations for PCVS non-periodic model

For a one sheet system, discretized with N PCVS elements, Biot-Savart equations (2.1)
transform into [16] (for i = I, ... , N),

1 '" y, - Y; r + --L- 2 ; 'IL,
27f #' ri;

1 '" Xi - X; r -
--L- 2 ; + Vi

27f #i ri;
(2.38)

(2.39)

(2.40)

with r, = "(,/::.s" the vorticity attributed to each PCVS element i, r,j, the distance between
the centers of elements i and j of coordinates (x" y,) and (x;, y;), and (u" v,) the CPV's
contributions to the velocity field ('IL" v,) given by,

1 r, . R 1 . ri+1/2u, - - --- sm,.." og--
27f /::.s, r'-1/2
1 r, ri+1/2

Vi - +--- cos f3. log--
27f /::.s, r'-1/2

where f3i is the angle between the x-axis and segment i, and [r'-1/2, ri+1/2] denote distances
from both extremities to the mid-point of element i.

When M PCVS's and some semi-infinite sheets are used (as in Fig. 2.4), using nondi­
mensional variables (2.9) to (2.12), Eq. (2.39) is generalized as an equation for the velocity
at point i of sheet I as (for i = I, .... , N,; I = I, ... , M),

M (1 N",,~ _ ,,~ )
u~ '" '" .,, ." Ie + -Ie +
, - L- 27f.~ (d:~)2 g; U, Ulr

1e=1 ,#,=1',

M ( 1 N" e- e~ )
~ = L - 27f.~ (d:~)2' g~ + v: + Vlr

1e=1 ,#,=1"

where indices k and I denote the PCVS number, tt] denotes the nondimensional distance
between point i on sheet I and point j on sheet k (k and I = I, ... , M), calculated as,

(2.41)

and (Ulr , Vlr) denote nondimensional velocities induced by semi-infinite vortex sheets,
calculated as in Eq. (2.17) and divided by /::.U, the reference velocity jump, and, using Eq.
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Figure 2.4: Sketch of computational domain for headwave instability of a contained oil
slick, with definition of main parameters: UVI = water velocity with respect to slick (Uo = 0
in slick); air velocity can be set to Ua and interfacial tensions are U oa and UOV/; fluid densities
are Pa = 0, po and PVI; sil and si2 = two semi-infinite vortex sheets on the air-water interface
(an infinite sheet si3 (not shown) represents the bottom); dsl to ds5 = five discretized PCVS;
0, ., and 0 = centers of discretized vortex elements. (- - - - -) initial shape of the slick based
on Zalosh [42] (Eqs. (2.43), (2.44»; (--) unstable shape computed at a later time.

(2.39), (ii~, V:) denote the nondimensional CPV self-induced velocity contributions given,
for points i on sheet k, as,

A: 1 ~ . A: I'f+l/2ii· - - --- sml3.· log--
, 21l' ~st ' I'f-l/2

",-,,= 1 ~ A: I'f+t/2
~- = + -2 A A: cos {3. log::r-

1l'u~ ~l~

(2.42)

The general numerical procedures used in the non-periodic PCVS model are identical
to those presented in Section 2.2. Numerical methods specific to the oillboom problem are
presented hereafter.

2.4.3 Numerical procedures specific to the oillboom problem

Initial conditions

To solve Eq. (2.2), together with Eqs. (2.40)-(2.42) and (2.13)-(2.16), an explicit time
stepping algorithm is used (as described in [16, 17]) for which initial conditions for the VS's
geometry and circulation must be provided. Since several discretized VS's are included in
the computational domain, the initial flow conditions on each sheet have to be estimated
depending on their initial shape (Figs. 2.1,2.4). In the present studies, however, since no
frictional effects are yet included in the vorticity updating equations, the initial shape of the
slick cannot yet be assumed to be the quasi-steady state shape of the slick, as calculated
using the method of Section 4. This will be done during Phase ill studies. Instead,
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in the present case, in order to validate the non-periodic PCVS model for the oiVboom
containment problem, the initial shape of the oil-water interface (ds2) was assumed to be
the semi-empirical shape proposed by Zalosh [42], based on the observation of various
experimental results, to represent the headwave region of a slick, Le. (Figs. 2.1,2.4),

'7(x) - Hsin(21fx/L)
'7(x) - H

forO ~ x ~ L/4

for L/4 ~ x ~ L (2.43)

where H and L are the initial depth and length of the slick headwave, respectively (Fig.
2.4). Assuming flat air-water and air-oil interfaces at y =0 (ds1,ds3) and quasi-hydrostatic
equilibrium in the oil slick, we obtain, using Bernoulli's equation between the front and the
back of the slick,

H = U; (244)
29 (1 - cp) .

where Uw is the free stream water velocity. Following the work by Von Karman [38] for
density intrusions along solid boundaries, Zalosh assumed a 60° value for the angle of the
headwave at the leading edge. With this angle, Eq. (2.43) yields L = 3.63H. As pointed
out by Zalosh, experimental results usually show smaller angles at the leading edge, which
results in increased values of L (see, e.g., Milgram and Van Houten [29]).

According to Eq. (2.3), the initial circulation along VS's is equal to the velocity jump at
the sheets. Assuming a steady-state flow and a mildly sloping oil-water interface, pending
the use of the initialization method of Section 4, the initial tangential velocity along the
slick is estimated as the projection of the free stream velocity in the tangential direction.
Hence, according to Eqs. (2.3)-(2.5), the initial circulation of PCVS elements on the VS
ds2 is given by,

r; = Dos; Uw cos f3t (2.45)

The same equation is applied to estimate the initial circulation r; on the water-boom sheet
ds5. For still air and oil, the initial circulation on the oil-water sheet ds3 is selected as
zero, Le., r1 = O. For the oil-boom sheet ds4, however, despite the assumption of no
initial flow in the oil slick, to ensure numerical stability, it was found necessary to linearly
vary the initial circulation rt along ds4, from the value on the last segment of sheet ds2
on the boom, to 0, when moving upward along the sheet. Otherwise, the initial circulation
jump from sheet ds2 to ds4 was found to cause irregular motions of PCVS elements on the
oil-water interface and, eventually, to cause numerical instability of the computations. This
is because, as numerical results show, as time increases, a slow but non-zero (inviscid) flow
is induced in the oil slick, as a result of the velocity jump at the oil-water interface; hence,
initial conditions must account for this flow.

Multiple sheet intersection points

At Multiple Sheet Intersection Points (MSIP), such as 0' in Fig. 2.4, the flow velocity
must be continuous and the circulation must also satisfy Kelvin's theorem. Compatibility
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Figure 2.5: Sketch of triple (fluid) sheet intersection point at the oil slick leading edge, in
the non-periodic discretized PCVS model. (0) denote last PCVS element centers on sheets
dsl, ds2, and ds3.

conditions have been developed to enforce these physical requirements in the discretized
PCVS model equations.

As seen in Fig. 2.4, MSIP's occur on the boom solid boundary (ds2-ds4, ds3-ds4)
and at the slick leading edge 0' (dsl-ds2-ds3). As an additional difficulty, point 0' is a
moving triple MSIP and the ds2-ds4 and ds3-ds4 MSIP's can move up and down along the
boom surface. The motion of these MSIP's is not correctly predicted by the Biot-Savart
equations, when discretized for PCVS elements located on separate VS's. Hence, additional
compatibility equations are required to correctly describe the behavior of MSIP's.

The triple MSIP 0' at the slick leading edge is sketched in Fig. 2.5 as the geometric
intersection of sheets ds l-ds2-ds3. Theoretically, this intersection node is free to move in an
arbitrary direction. This direction, however, must physically be related to the instantaneous
motion of neighboring nodes A, B, C, on sheets dsl, ds2, ds3, respectively. For the analysis
of the motion of point 0', let us assume that there is a point vortex of strength r p. located
at 0' (no discretization node is actually located at 0' in the discretized PCVS model, since
computational nodes are located at the middle of VS elements; Fig. 2.5). The assumption
of a moving point vortex at 0' requires that the circulation r p. be such as to balance the
average accumulation of circulation at nodes A, B, and C, Le.,

rp • = a". f: r~
m 1:=1

(2.46)

where a". is a constant to be numerically determined in the [0,1] range, m is the number of
connecting sheets at point 0' (Le., m = 3 for the slick leading edge), and index l denotes
the last PCVS element on sheet k (Le., points A, B, and C in Fig. 2.5). Computations would
normally begin with a". = 1.0 and the additional contribution of the circulation rp. to the
computation of the (nondimensional) velocity field, at point i on sheet 1, using Eq. (2.40),
is given by,

(2.47)
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Figure 2.6: Sketch of double (fluid-solid) sheet intersection points along the boom, in the
non-periodic discretized PCVS model.

with,

~,Ol = .j(el -eo/)2 + (711 -710/)2 (2.48)

where (eO/) 7101) denote dimensionless coordinates of the MSIP 0', and Rc is the nondi­
mensional radius (Rc < 1.0) of a fictitious viscous core surrounding the point vortex r p••

This viscous core method, introduced earlier by Zalosh [42], locally damps high frequency
geometrical oscillations on the VS's and was found necessary in the present case to ensure
the smooth behavior of numerical results at point 0'. Finally, the motion of the triple MSIP
0' is calculated in the model by assuming that the point moves with the average velocity of
the adjacent nodes on the 3 intersecting sheets (Le., A, B, C).

The other two MSIP's along the boom are intersections points ds2-ds4 and ds3-ds4
shown in Fig. 2.6. To satisfy the no-flow condition on the boom solid boundary, these two
nodes are only allowed to move in the tangential direction at the boom surface (Le., here, in
the vertical direction). The numerical treatment of these nodes is similar to node 0'. The
circulation rp. is first estimated (t = 0) at fictitious point vortices located at the geometric
intersections of the VS's (Fig. 2.6), using Eq. (2.46) for m = 2, as the average value of
the initial circulation at the extremity nodes of the intersecting sheets. As time progresses,
however, small numerical errors occur at the boom which, in some cases, may make PCVS
elements slightly penetrate the boom surface. In such cases, penetrated VS's sections are
cut off from the discretized PCVS's, which results in a small loss/gain of circulation, say
.6.rp.' at a given time t. To ensure that circulation is conserved, b.rp. is added to rp. at
each time step. As before, the contribution of rp. to the induced velocity field is calculated
with Eqs. (2.47) and (2.48).

2.5 Applications of PCVS models

2.5.1 Study of PCVS model convergence and stability

The numerical accuracy of the PCVS model solution depends on both the selected spatial
discretization, Le. number of discretization nodes, and temporal discretization, Le. time
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Figure 2.7: Convergence with refinement of spatial discretization. Computations of KH
instability in a set-up similar to Fig. 2.3 with 6,U = 0.50 mis, cp = 1 (same fluid),
). = 0.1 m, and no gravity and surface tension. The time step is 6,.,. = 0.0001 and the
initial perturbation is a sinusoidal wave with amplitude e = 0.025 and vorticity distribution
according to Eq. (2.28). Initial numbers of PCVS elements N = (- --) 45, (--) 60,
(- - - - -) 75. (a) Maximum amplitude of interfacial disturbance compared to (- -) the
linear growth rate (Lamb [26]). (b) Interfacial shape at t = 0.128 s.
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Figure 2.8: Stability with increasing time step. Same physical case as in Fig. 2.7 with
N = 45 and time steps /).r = (--) 0.0001, (- - - - - -) 0.001, (-- -) 0.01, (---) 0.04.
(a) Maximum amplitude of interfacial disturbance compared to (- -) the linear growth
rate (Lamb [26]). (b) Interfacial shape at t = 0.108 s.
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step size. Although no absolute measure of accuracy is available for an arbitrary non­
conservative case, the convergence of the solution with the discretization must be achieved
if the model is to be recognized as stable and accurate. Hence, in this first application,
the numerical convergence of the PCVS model numerical algorithms is tested by varying
both the time step size and the number of discretized PCVS elements, within certain ranges.
Since almost identical numerical methods are used for both the periodic and non-periodic
PCVS models, convergence and stability are studied using the simpler periodic PCVS model
and studying a case of KH instability on a periodic interface, as illustrated in Fig. 2.3.

For simplicity, the case solved with the periodic PCVS model is a pure shear instability
case, with two identical fluids of unit density (I(J = PolPI = 1) and hence no gravity,
surface tension, and density difference effects. For such a case, circulation is conservative
(Dr,1Dt = 0 in Eq. (2.7» and, since there are no stabilizing effects, the linear analysis
shows unconditional instability for I f).U I> 0, with a growth rate, ex exp (?rf).UtIA) (Lamb
[26]).

The physical parameters selected for this case are f).U = 0.5 mls and A = 0.1 m. The
initial disturbance on the free surface is sinusoidal with nondimensional amplitudee = 0.025
and the initial circulation distribution is specified according to Eq. (2.28). A very small non­
dimensional time step f).r = 0.0001 was first used and the initial number ofPCVS elements
on the interface was set to N =45,60, and 75, in three successive computations. Regridding
was used throughout the computations, to maintain a more or less constant node density
along the interface as time progresses (maximum accepted PCVS element length variation
over one time step was 1.5 %). Thus, in the three present cases, the number of PCVS
elements at t = 0.128 s (Fig. 2.7b) reached 77, 106, and 128, respectively. The predicted
evolutions of maximum nondimensional interfacial amplitudes are compared in Fig. 2.7a,
and one can see differences between computations with different node resolution are very
small. Also, note the initial agreement for t < 0.04 s and the subsequent differences shown
in the figure between the amplitude growth rates obtained with the present nonlinear model
and the rate predicted by linear theory. Clearly, for sufficiently large time, nonlinearity
increases due to larger amplitudes on the interface and the instability grows slower in the
nonlinear model than predicted by linear theory. This confirms earlier findings [43, 33] that
nonlinearity provides stabilizing effects for the KH instability. In Fig. 2.7b, free surface
shapes are compared for t = 0.128s, at a time where strong roll-up of the interface has
occurred. Again, differences between the three cases are not significant, except in the small
roll-up region where jet resolution is more dependent on the number of PCVS elements.

Computations were then performed for the same physical case, initially discretized with
N = 45, using four constant time step sizes varying between f).r = 0.0001 and 0.04. [Due
to regridding, at t = 0.108 s, the number of nodes increased to 61 and 75, for the first two
and last two time steps, respectively.] Results for the maximum amplitude evolution and
for the free surface shape at t = 0.108 s are given as a function of the time step size, in
Figs. 2.8a and b. Amplitude growth rates and free surface shape slightly change as the time
step increases but differences are not very significant until f).r > 0.01. For f).r = 0.04,
computations rapidly become divergent for t > 0.12 s.
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These two applications of the periodic PCVS model, hence, first show the good con­
vergence of results with refined discretization (a feat rarely achieved in earlier published
models, likely due to inadequate CPV integrations) and the stability of model results over
a wide range of nondimensional time step size covering two orders of magnitude, from
0.0001 to 0.01.

2.5.2 Application of the Periodic PCVS model to KH instability

After assessing the convergence and stability of the PCVS model numerical algorithms, the
periodic model is now used to study the KH instability itself as a function of the physical
factors known from the literature to influence the growth rate of instability, namely the
interfacial velocity jump au, the presence of gravity 9 (Le., whether the two-dimensional
instability occurs in a horizontal plane (no gravity), or in a vertical plane), the fluid density
difference or ratio tp = PolPIt the interfacial tension Uot.

Based on the literature review and the physical analysis of the linear KH problem
presented earlier, for velocity jump values beyond the critical value, we expect an increase
in au to intensify the growth rate of instability and gravity to provide a stabilizing effect,
we expect a decrease in tp to reduce the instability, and an increase in U ot to also reduce the
instability. Numerical tests are carried out in the following, with the periodic PCVS model,
to both confirm and quantify these expected behaviors.

Influence oC velocity jump on growth rate oCinstability

In a linear sense [26], according to Eq. (2.30), when the velocity jump at the interface is
greater than the critical value, au > aucr , the interface amplitude e will grow exponen­
tially with time, as e(t) ex: expwt and, all other factors being equal (i.e., k, tp, and Uot),

the growth rate w will increase with au (see Eqs. (2.29) and (2.32». For sufficiently
large interfacial amplitude, however, due to increased nonlinearity, one should expect the
linear solution to fail to predict the actual growth rate. In fact, nonlinearity should provide
additional stabilizing effects reducing the growth rate.

The following numerical experiments were carried out with the periodic PCVS model to
assess the effects of the velocity jump on the growth rate of KH instability. In all cases, the
maximum interfacial wave amplitude e was calculated as a function of time and compared
to Lamb's [26] linear solution for the same parameter values.

Physical parameter values selected for this case were: a density ratio corresponding to
a case with water and an average oil, tp = 0.9 (with Pt = 1000 kglm3), a standard surface
tension coefficient for a water-oil interface, Uot = 0.0237 N/m, and gravity 9 = 9.8 mls2

•

In the numerical model, N = 45 PCVS elements were specified on the initial free surface
and more were added through adaptive regridding, up to t = 0.168 s. The time step interval
was set to aT = 0.0001. The initial sinusoidal disturbance on the free surface had an initial
amplitude e = 0.025 and the initial circulation distribution was specified according to Eq.
(2.28).
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Figure 2.9: Influence ofvelocity jump. Computations of KH instability in a set-up similar
to Fig. 2.3 with tlU = a: 0.15 ; b : 0.30; and c : 0.60 mis, >. = 0.0309 m, lp = 0.9,
0"01 = 0.0237 N/m, N = 45, time step D.T = 0.0001, and 9 = 9.8 mls2• The initial
perturbation is a sinusoidal wave with amplitude e = 0.025 and vorticity distribution
according to Eq. (2.28). (a) Maximum amplitude of interfacial disturbance compared to
(- -) the linear growth rate (Lamb [26]). (b) Interfacial shape at t = 0.045 s.
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According to Eq. (2.34), the interfacial wavelength leading to maximum growth rate of
instability for this case is, Amin = 0.0309 m (Le., Ie = 203.34 m-1); hence this minimum
wavelength is in the ripple wave range. This wavelength will be used in the present
computations and, hence, A = Amin. According to Eq. (2.33), the corresponding linear
critical velocity jump for the parameters selected in this case is, b.Ucr = b.u;in = 0.143
mfs. Hence, in the following experiments, the velocity jump b.U will be set to successive
values larger than b.U;in, equal to 0.15, 0,30, and 0.60 mfs. [Due to regridding, at
time t = 0.045 s, the number of nodes has increased to 46, 54, and 108, for each case,
respectively.]

Results are given in Fig. 2.9. Fig. 2.9a confirms the expected result that the growth rate
of instability increases with b.U (Le., the slope of curves a, b, and c increases with b.U),
in both the linear and nonlinear cases (PCVS model). In all cases, the linear and nonlinear
growth rates are nearly identical for small time, confirming the good behavior of model
equations. In the first case (a), the velocity jump is only slightly larger than the critical
value and the initial instability is very slow to develop. Hence, the nonlinear growth rate
is just slightly lower than the linear one up to t = 0.16 s. When computing this case for
a longer time, however, one would see that nonlinearity eventually stabilizes the interface
shape and that the amplitude stops growing for t ~ 0.35 s, and then starts decreasing,
whereas the linear instability keeps developing. Therefore, in the nonlinear regime, case
a is physically stable, although the amplitude will be seen to oscillate (Le., beat) between
a maximum and minimum value as time increases. In the other two cases (b and c), the
velocity jump is more than twice and four times the linear critical value, which makes the
interfacial amplitude grow much faster than in case a (where b.U = 1.05b.Ucr ) and quickly
leads to larger nonlinear effects. As a result, nonlinear PCVS results rapidly deviate from
the linear prediction and, as expected, show significantly smaller growth rates than linear
results; hence, case b and c, although unstable, correspond to physically more stable cases
than predicted by linear theory. In Fig. 2.9b, one further sees that interfacial shapes at
t = 0.045 s (a time for which intense VS roll-up has already occurred for case c) are very
different for the three cases : almost no chang~ in shape has occurred for case a whereas,
for cases b and c, the interface has grown steeper and has even rolled up for case c.

Influence of gravity on growth rate of instability

Rangel and Sirignano [33] studied the KH instability problem without including gravity
effects. They also used a numerical point vortex method that was likely less accurate than
the present method (both due to lack ofCPV integrals in BS equations and a cruder geometric
representation of the interface). The following :i1umerical experiments were carried out for
a case similar to one of the cases solved in [33], to assess the effects of gravity on the
growth rate of KH instability represented by the maximum interfacial wave amplitude E as a
function of time. Physical parameter values for this case were: a velocity jump b.U = 0.5
mis, >. = 0.1 m, a density ratio cp = 0.9 (as for a case with water and an average oil ofdensity
0.9), a surface tension coefficient 0'01 = 0.0237 N/m (water-oil standard value). Numerical

164



(a)E
o.2 -+-,.........--r-+-r-~...--+--,--r--r-+-...,.....,-,.--+--,r-r"--r--l---T--r-.,---t---r-.,.--r-+-"T""""'T--,--+-

t (5)
0.160.140.120.10.080.04 0.060.02o

0.05 <C ~ ....,.r., <1 ). <1 " .

I-__--:-~ -I I I I I I

( b)y'
o.2 -+-.....---r--,-......-1I--r---r-"T""""""T-+--.--,..--,...--r-+--,.---r-....,...-r-+~-r--r--.--+-..-..--,-~

0.1

o

-0.1

0.80.70.60.50.40.3
- 0 .2 -+-.J.......l----'----'---j--'--'--J-..J..-t---L-'--'--"'-t--'-.-...-..........-t----'--..J...-'--'--t-..J..-............-'-_+_ x'

0.2

Figure 2.10: Influence of gravity. Computations of KH instability in a set-up similar to
Fig. 2.3 with ~U = 0.50 mis, >. = 0.1 m, cp = 0.9, 0"01 = 0.0237 N/m, N = 45, time
step ~T = 0.0001, and 9 = (--) 9.8 mls2, (- - - - - -) O. mls2• The initial perturbation
is a sinusoidal wave with amplitude e = 0.025 and vorticity distribution according to Eq.
(2.28). (a) Maximum amplitude of interfacial disturbance compared to (- -) the linear
growth rate (Lamb [26]). (b) Interfacial shape at t = 0.168 s.
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parameters are the same as for the cases in the previous section. [Due to regridding, at time
t = 0.168 s, the number of nodes has increased to 87 and 88, with and without gravity,
respectively.]

For the above data, the linear critical velocity is l::.Ucr = 0.19 mls. Hence the present
case is strongly unstable.

When including gravity effects in the model, the interface evolution is affected by
additional inertial forces. Hence, the momentum of particles on the interface must slightly
change to balance the vertical accelerations resulting from gravity effects. Thus, less
momentum is available for further deforming the interface, which should lead the growth
rate of instability to be smaller with gravity than without gravity. Numerical results reported
in Fig. 2.l0a confirm this analysis. Moreover, whether gravity is included or not, one can
also see that, as compared to the linear growth rate, as expected, nonlinear PCVS results are
more stable. In Fig. 2.lOb, one further sees that interfacial shapes at t =0.168 s (a time for
which intense VS roll-up has occurred) are different, with and without gravity. In addition
to reducing the maximum amplitude, gravity also slows down the roll-up process.

Influence of fluid density difference on growth rate of instability

The influence of the fluid density ratio l(J = PolPl is tested next In practice, for initially
statically stable cases (i.e., those for which the lighter fluid lies above the heavier fluid), l(J can
vary within the whole range [0,1]. For instance, the first case corresponds to ocean surface
waves for which the upper fluid is air and thus l(J ~ 0, and the second case corresponds to
a stratified system with two nearly identical fluids moving at different velocities, as in the
case of a stratified ocean.

The physical cases solved here with the numerical PCVS model have parameter values
similar to the oil-water cases solved in the previous sections, with gravity 9 = 9.8 mls2

and density ratios first corresponding to a water-water case (1.00), and then to cases with
increasingly lighter oils of successive density 0.95,0.90, and 0.85. The numerical parameter
values are identical to those used before. [Due to regridding, at time t = 0.168 s, the number
of nodes has increased to 97, 86, 87 and 79, for each of the four cases, respectively.] For the
parameter values of the last three cases, the linear critical velocity jumps are, l::.Ucr =0.14,
0.19, and 0.23 mis, respectively. Hence, all three cases are expected to be strongly unstable
for !:lU = 0.5 mis, the selected velocity jump in these experiments.

The effects of the density ratio on the KH instability are also related to inertial effects of
momentum transfer from one fluid to the other, through the interface. From the linear theory
predictions, it is expected that, as the density ratio l(J decreases (i.e. as the density difference
between both fluids increases), the interfacial instability growth rate should be reduced. For
the nonlinear problems solved with the PCVS model, growth rates are also expected to be
lower than for the corresponding linear cases. Knowing the exact magnitudes of growth
rates as oil density changes is of interest in the larger context of studying the failure of
oil containment by a boom as KH instability growth is closely related to the growth of the
headwave region in front of the slick.
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Figure 2.11: Influence of density difference. Computations of KH instability in a set-up
similar to Fig. 2.3 with tlU = 0.50 mis, ). = 0.1 m, Uol = 0.0237 N/m, N = 45, time
step tlr = 0.0001, 9 = 9.8 mls2, and cp = a (--) 1.0; b (-- -) 0.95; c (- - - - -) 0.90;
d (- - - - ) 0.85. The initial perturbation is a sinusoidal wave with amplitude E = 0.025
and vorticity distribution according to Eq. (2.28). (a) Maximum amplitude of interfacial
disturbance compared to (- -) the linear growth rate (Lamb [26]). (b) Interfacial shape
at t = 0.168 s.
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Fig. 2.11 shows the numerical results. As expected, all model results in Fig. 2.11a
show growth rates lower than predicted by linear theory. Further, as expected, the growth
rate decreases for decreasing density ratios. In Fig. 2.11b, which compares free surface
profiles at t = 0.168 s, one also sees that, in addition to the amplitude difference, the VS
roll-up gradually slows as cp decreases.

Influence of interfacial tension on growth rate of instability

For an interface between two fluids, two boundary conditions have to be simultaneously
satisfied. The first is that material fluid particles on both sides of the interface must stay in
contact, and the second is that pressure on both sides of the interface must be identical. The
former condition is kinematic and is automatically satisfied by the PCVS model governing
equations. The second equation is dynamic and is also implicitly included in governing
equations such as the vorticity updating Eq. (2.7). If surface tension effects are included in
the computations, however, the pressure equilibrium equation is changed, as compared to a
case with no surface tension. These effects indeed result in an additional term representing
an equivalent pressure jump across the interface, expressed by, .!lp(s) = -0"01/R(s), where
R denotes the radius of curvature along the interface, described by parameter s.

From this relation, it is seen that when the interface shape is concave upward (Le. with
a positive curvature), the pressure jump across the interface is negative, while for a concave
downward interface, the pressure jump is positive. Hence, theoretically, surface tension
is expected to flatten out fluctuations on the interface and thus to reduce the growth rate
of KH instability. In the computational model, as soon as the interface starts rolling-up,
the local interface curvature rapidly increases, which results in dramatic variations of local
circulation, through surface tension effects in the vorticity updating Eq. (2.7). These
variations, in tum, tend to limit the growth of interfacial waves. The computational tests in
this section confirm these theoretical predictions.

As in the previous sections, the selected physical cases have parameter values corre­
sponding to a realistic case with water and, in this case, a heavy oil of density 0.95, with the
exception of successive values of the interfacial tension set to, 0"01 = 0.0237 N/m (standard
oil-water value), 0.237 N/m (10 times this value), and 1.185 N/m (50 times this value).
The numerical parameter values are identical to those used before. [Due to regridding, at
time t = 0.168 s, the number of nodes has increased to 92, 78 and 64, for each of the three
cases, respectively.] The numerical parameter values are identical to those used before. The
numerical parameter values are identical to those used before. For the parameter values of
the three cases tested, the linear critical velocity jumps are, .!lUcr =0.14,0.21, and 0.41 mis,
respectively. Hence, all three cases are expected to be unstable for the specified velocity
jump, .!lU = 0.5 mis, although the third case with the largest interfacial tension, for which
.!lU = 1.22.!lUcr should only have a fairly slow growth rate, particularly in the nonlinear
regime.

Results in Fig. 2.l2a confirm the expected dramatic effects of a large increase in
interfacial tension on the growth rate of the instability. When surface tension is increased
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Figure 2.12: Influence of interfacial tension. Computations of KH instability in a set-up
similar to Fig. 2.3 with b..U = 0.50 mis, .\ = 0.1 m, cp = 0.95, N = 45, time step
/:::;.T = 0.0001,9 = 9.8 mlsz, and Uol = a (--) 0.0237 N/m; b (- - - - -) 0.237 N/m; c (­
- -) 1.185 N/m. The initial perturbation is a sinusoidal wave with amplitude E = 0.025
and vorticity distribution according to Eq. (2.28). (a) Maximum amplitude of interfacial
disturbance compared to (- -) the linear growth rate (Lamb [26]). (b) Interfacial shape
at t = 0.168 s.
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by a factor 50 (case c), the growth rate is almost reduced by half. Fig. 2.12b also shows the
significant influence of surface tension on interfacial shape as calculated at time t = 0.168
s. An increase in surface tension, in addition to reducing the amplitude, strongly delays the
development of KH instabilities.

It should be pointed out that, due to an insufficiently accurate geometric representation
of the interface, such computations could not be performed with the Phase I model. In the
present Phase IT model, curvature and its derivatives are much more accurately calculated
and the numerical instabilities experienced with Phase I model are thus eliminated.

Conclusions of KH instability studies

The preceding computations of interface evolution during KH instability clearly demon­
strated and quantified how the interface amplitude growth depends on fluid properties and
flow conditions. Throughout these computations, the improved Phase IT periodic PCVS
model performed very well and was thus validated as a tool for predicting interfacial be­
havior during KH instability. More specifically, using the PCVS model, it was found,

(i) in the presence of gravity, the interface is subjected to stabilizing effects from buoy­
ancy forces and the disturbance growth is slowed as compared to an identical case
when gravity effects are not included;

(ii) an increase in fluid density difference across the interface will result in reducing and
slowing down the disturbance growth on the interface; the most unstable case is thus
a case with two identical fluids (cp = 1) or, in the present case, the heavier oil;

(iii) and an increase in surface tension at the interface also results in reducing and slowing
down the disturbance growth on the interface; this is because surface tension, to
some extent, balances the circulation accumulation in the highly curved regions of
the interface.

Based on the result in (ii), one can thus postulate that, for an oil slick contained by
a boom, the headwave instability growth rate will be smaller and the instability will be
delayed when using a lighter oil, compared to the case of a heavier (or weathered) oil. In
laboratory experiments with oillboom systems, it is observed that the oil-water interface,
at first, rolls-up in the headwave region before pieces of the interface are tom off (e.g.,
Delvigne [9]). Therefore, based on the results in (iii), it is theoretically expected that, if
surface tension is naturally (e.g., through weathering) or artificially (e.g., through chemicals)
increased, the disturbance growth on the interface will be reduced and the interface break
up and resulting containment failure will be accordingly delayed (or eliminated), hence,
providing additional time for collecting oil at a given (unstable) relative velocity.

In the light of the above results, in subsequent studies, particularly during Phase ITI, the
quantitative influence of density difference and surface tension on the oil-water interface
evolution, will be studied for complete oil-boom systems.
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Figure 2.13: Computational results for oillboom containment failure due to headwave
instability, in a set-up similar to Fig. 2.4, with UV/ =0.14 mls, tp = 0.8, ~ = 0.002 m,
and (Jaw = 0.0237 N/m (water-oil). Initial slick shape is computed using Eq. (2.43) and
(2.44) : H' = 2.5, L' = 9.08. Three semi-infinite sheets and five PCVS's were used in
the numerical model, with Nt = 10, Nz = 50, N3 = 20, N4 = 21, and Ns = 18 vortex
elements on each sheet, respectively. Shape of the slick at T = : (a) 0.18 ; (b) 0.67; (c)
0.75; and (d) 0.77; corresponding to 1,61,91, and 136 varying computational time steps,
respectively. Boom draft is d' = 1.5H'.
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Figure 2.14: Same computations as in Fig. 2.13, with cp = 0.85, H' = 3.33, L' = 12.1.
Shape of the slick at T = : (a) 0.24 ; (b) 0.87; (c) 0.92; and (d) 0.98; corresponding to 1,46,
76, and 136 varying computational time steps, respectively.
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Figure 2.15: Unstable contained slick, with ep = 0.90, Uw =0.25 mis, H' = 5.00, and
L' = 18.2. Shape of the slick at 7" =: (a) 0.36 ; (b) 2.12; (c) 3.35; and (d) 4.44;
corresponding to 1, 226, 376, and 501 varying computational time steps, respectively.
Numerical data are similar to cases in Figs. 2.13 and 2.14.
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2.5.3 Application of the non-periodic PCVS model to oil containment by
a boom

This case corresponds to the problem illustrated in Fig. 2.4. Two cases were first solved, for
cp = 0.8 and 0.85, and UV/ = 0.14 mis, which gave a length scale>' = U;/9 = 0.002 m. The
surface tension coefficient was specified to the oil-water value, {law = 0.0237 N/m. The
initial shape of the slick was calculated using Eqs. (2.43) and (2.44), which gave: H' =2.5,
3.33, the slick thickness; and L' =9.08, 12.1, the slick length, for each case, respectively
(dashes denote nondimensional variables). The boom draft was set to d' = 1.5H'. The
circulation at the oil-water interface was initialized using Eq. (2.45).

In the model, three semi-infinite sheets and five PCVS's were used, with Nt = 10,
N2 = 50, N3 = 20, N4 = 21, and Ns = 18 vortex elements on each discretized sheet,
respectively (see Figs. 2.13a and 2.14a for a sketch of the initial discretizations and slick
shape after one time step, for each case). No node regriddingwas used in these calculations.
The initial time step was selected based on a mesh Courant number Co = 0.5. The time step
was subsequently adjusted according to the relationship,

A ' _ C Min I6.s, I
ut - 0 ---=----:.,.

Max 16.11" I (2.49)

where Min I 6.s, I denotes the minimum length and Max I 6.11" I denotes the maximum
velocity, of PCVS's on the oil-water interface. Mter experimenting with the model, it was
found that, in order to preserve the stability of numerical results when headwave instability
occurred on the oil-water interface, the Courant number had to be gradually reduced to 0.06.

Figs. 2.13 and 2.14 show, for both cases, the calculated shapes of the slick at various
times, the first one corresponding to one time step (Figs. 2.13a, 2.14a). The specified
velocity, for both cases, is slightly smaller than the linear critical velocity of KH instability,
l1u;;in = 0.17 and 0.16 mis, respectively. In both cases, as time increases, an instability
develops in the front of the slick, and propagates downstream as a headwave which overturns
and rolls-up on itself, in a way similar to KH instability waves calculated in Section 2.5.2.
The slight trough observed in experiments at the front of the slick is well reproduced in the
computations (e.g., Milgram and Van Houten [29]). As expected from the KH instability
studies, the second case (Fig. 2.14) which has a heavier oil shows a more intense, larger
relative size, headwave instability than the first case which has a lighter oil (Fig. 2.13).
Both of these cases would physically correspond to containment failure by oil entrainment.
Indeed, as the headwave rolls up, pieces of oil can be detached and entrained in the flow
under the boom. This mechanism and the rate of oil entrainment was studied by Zalosh
[42], on a semi-empirical basis, for a semi-infinite slick.

A third case is calculated in Fig. 2.15, for cp = 0.9 and a relative velocity U = 0.25
mis, much larger than the linear critical velocity for the KH problem, 6.u;;'n = 0.14 mls.
In this case with a higher-speed relative velocity, the instability at the oil-slick interface
starts just behind the front part of the slick, as a series of small scale waves (Fig. 2.15b)
which propagate downstream towards the boom. In these waves, the leading oscillation
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is somewhat larger and grows even larger as it approaches the boom (Fig. 2.15c). As
time increases and interfacial waves grow, the slick length decreases and the slick thickness
increases. Eventually, at the end of the computations reported in the figure (Fig. 2.15d), the
slick thickness at the boom is equal to the boom draft and oil is about to be entrained/drained
under the boom. To calculate further than this stage with the model, the separation of vortex
sheets from the boom leading edge should be implemented. This has not been done at the
present stage. The results in Fig. 2.15, in which KH instabilities at the interface combined
to the blockage effect at the boom lead to the unstable shortening and thickening of the
slick, are typical of the oil containment failure mode referred to as critical accumulation.

These results show the ability of the PCVS model to predict the unstable shape of a
contained oil slick. Although they appear to be qualitatively correct, they still use the
empirical method by Zalosh [42] to estimate the initial shape of the slick, and also do not
include interfacialfriction effects which have an important influence on slick geometry and
thickness. After integrating in this model the initialization of the slick shape, presented
in Chapter 4, and the inclusion of frictional effects in the vorticity updating equation,
presented in Chapter 5, more quantitatively realistic similar computations will be performed
during Phase III, using the more accurate CVS model, presented in Chapter 3 for the
velocity calculations. Model parameters will then be calibrated based on newly obtained
experimental data.
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Chapter 3

Periodic Continuous Vortex Sheet (CVS)
model and applications to KH instability

In this chapter, a new more accurate model is proposed to compute the time evolution
of the interface between two inviscid fluids moving with uniform velocity, subjected to
instabilities of the Kelvin-Helmholtz (KH) type. In this model, the interface is represented
by a Continuous Vortex Sheet (CVS), which both preserves the full nonlinearity of interfacial
boundary conditions and provides a higher-order representation of the geometry and field
variables than in the previously proposed models, like the PCVS models developed in Phase
I and refined in Phase II, as presented in Chapter 2.

As in the PCVS models, time updating ofCVS's geometry and circulation is calculated as
a function ofgravity, interfacial surface tension, and fluid density difference. To deal with the
hyper-singularities occurring in Biot-Savart integrals Eqs. (2.1), describing CVS's velocity,
when the observation point belongs to the vortex sheet, a new intrinsic variable expansion
technique is proposed, which leads to an exact representation of CPV contributions to the
BS equations.

The CVS model is applied to predicting the nonlinear growth ofperiodic KH instabilities
in a two-fluid stratified system. Results demonstrate that the periodic CVS model provides
both higher numerical accuracy and stability and gives a more accurate physical picture of
the disturbance evolution than obtained when using the less accurate PCVS periodic modeL

Based on these promising results, in future work to be conducted in Phase ill, the
CVS modeling approach will be applied to the oillboom containment problem described in
Section 2.4. As discussed in Chapter 1, however, to obtain a correct model of oiVboom
containment, it will be necessary to first initialize the problem using the correct steady
state slick shape, including friction effects (see Chapter 4), and using a vorticity updating
equation that also includes interfacial friction effects in the CVS model (Le., an additional
term representing these effects will be added to Eq. (2.7) or (2.13); see Chapter 5).

In the following, Section 3.1 first gives an introduction to the numerical modeling of
the KH problem, justifying the need for a more accurate and stable approach. Section
3.2 gives governing equations and Section 3.3 summarizes numerical procedures for the
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periodic CVS model. Finally, Section 3.4 gives numerical results for model validation and
applications to the KH problem.

3.1 Introduction

Over the past few decades, many attempts were made to model the velocity of continuous
VS's using Biot-Savart (BS) integral equations (2.1). In such studies, one conventional
approximation has often been to discretize continuous VS's by a finite number of point
vortices (e.g., Rosenhead [35]). Moore [31] thus developed a point-vortex method and
successfully calculated roll-up of VS's. For stratified flows, Zalosh [43] similarly studied
interfacial instabilities with a method that included effects of buoyancy and surface tension.
Using a similar method, Rangel and Serignano [33] predicted the evolution of initially small
periodic disturbances at the interface between two fluids of different density and velocity,
including surface tension, but not gravity, effects.

Despite some success, such calculations usually resulted, after a large number of time
steps, in non-physical chaotic motion of point vortices. Regridding methods, introduced
for instance in [33], could reduce but not totally eliminate such instabilities. Problems
experienced by point-vortex approximations of VS's can be categorized as follows:

(i) the numerical evaluation of singular CPV terms in BS integrals (2.1) is not properly
handled by standard (regular) numerical integration techniques;

(ii) the VS evolution is improperly modeled at extremity points of the computational
domain, defining either periodic boundaries or the intersection between the computa­
tional domain and infinite VS's or solid boundaries;

(iii) the geometric representation ofVS's and of higher-order interfacial tangential deriva­
tives, based on discretized points, is not sufficiently accurate as time develops;

(iv) results converge poorly or even diverge when the VS discretization is refined and/or
when non-uniform point-vortex distributions are used.

All of the above problems are numerical, not physical, in nature and are related to
specific aspects of discretization methods and calculation of BS integrals. Moore [31], in
fact, showed that point vortex, and even PCVS approximations methods such as presented
in Chapter 2, rapidly cause roundoff and truncation errors to amplify and lead to the reported
chaotic motion which ruins practical calculations l .

By a careful analysis of work published to date, Fink and Soh [14] showed that a point
vortex representation implicitly neglects logarithmic terms representing local contributions
(i.e., vortex self-induced velocity) to the BS integrals. Moore [32] further showed that
a weak singularity does form, after a critical time, on the discretized VS. Accordingly,

I Note that both of these approximations have identical physical assumptions except that, in the latter,
singular terms in the integrals are calculated for local constant VS elements.

177



the point-vortex approximation only converges up to this critical time. In agreement with
Moore, Meiron et al. [30], solving a pure shear flow problem. found a curvature singularity
of the VS. Krasny [24]. using discrete Fourier analysis. proved that numerical perturbations
due to roundoff errors are responsible for the observed irregular motion of point vortices.
Baker and Shelley [3] examined the behavior of layered VS's. with regard to local sheet
circulation induced by density and thickness changes. and showed that. beyond the critical
time, the behavior of VS layers becomes irregular.

Due to the problems experienced by classical point-vortex approaches. many researchers
pointed out the need for using higher-order VS representations that would reduce numerical
errors and allow to better identify the physical mechanisms governing VS evolution.

In Phase I and IT of this project. we addressed the four problems (i)-(iv) mentioned
above, within the realm of a PCVS approximation (Chapter 2) and were able to successfully
solve KH instability problems, for a wide range of parameter values (Section 2.5.2). To
do so: (i) we accounted for the CPV integral contributions in Eq. (2.1); (ii) we both
improved and extended periodicity conditions; (iii) we introduced a new stable and accurate
higher-order representation of the geometry and tangential derivatives on the interface
(parity mapping method); and (iv) we controlled model resolution by using an adaptive
node regridding method. in combination with the parity mapping method. Despite the
success of computations with both the periodic and non-periodic PCVS models. however.
the piecewise constant approximation of vorticity that was made over VS elements in the
model was shown to clearly limit both the accuracy and the time extension ofcomputations.
particularly in the most interesting case of oil containment by a boom (Section 2.5.3).
This motivated the development and implementation of a more accurate model in which
both the geometry and the circulation of VS are approximated by higher-order continuous
polynomials. This model is hereafter referred to as the Continuous Vortex Sheet (CVS)
model and its preliminary development and validation are presented in this chapter, by
calculating periodic KH instabilities of a vertically stratified two-fluid system (as done in
Section 2.5.2 for the periodic PCVS model).

3.2 Governing equation for the periodic CVS model

General equations governing the dynamic and rate of change of vorticity of VS's, due to
gravity, surface tension, and density difference effects. were presented in Section 2.2. These
equations are still applicable and will be used in the CVS model. General equations relative
to the periodic KH instability problem presented in Section 2.3.1 are also applicable to the
periodic CVS model. The governing BS integral equation for the velocity field and the time
updating in the CVS model is given by Eqs. (2.35) and (2.36). In the present case, however.
Eq. (2.36) will be integrated assuming a higher-order spatial discretization of both the VS
geometry and circulation, based on isoparametric boundary elements (BEM; Brebbia. [6]).

As in the PCVS model, the CVS geometry over one wavelength ..\ is divided into M
locally continuous elements, defined using a set of N discretization points. To optimize
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computations, each of these elements is mapped onto a single reference element, with
intrinsic coordinate p. varying between -1 and 1. Summing up element contributions, the
velocity induced at time T, for points i = I, ... , N of coordinates a., '1.), is obtained from
Eq. (2.36) as (nondimensional variables (2.9)-(2.12) have been used),

1t 1+1 "Y(s'(p.)) sinh2'1r('1' - '1'(p.» ds
le

( ) d
- 21e=1 -I cosh 2'1r('1. - '1'(p.» - cos 2'1ra. - e'(p.» dp. p. P.

1 M 1+1 "Y(s'(p.)) sin2'1r(e. - e'(p.» ds le d- -- E -(p.) P.
2 Ic=I -I cosh 2'1r{'1. - '1'(p.» - cos 2'1r{e. - e'(p.)) dp.

(3.1)

where "Y, here, denotes the nondimensional circulation (with dg = "Yds), ds le Idp. is the
(nondimensional) Jacobian of the transformation from element Ie to the reference element,
and the time variable T has been omitted for simplicity. Integrals in (3.1) will be calculated
by numerical integration (see next Section).

3.3 Numerical methods for the periodic CVS model

In the present applications of the periodic CVS model, a cubic representation of both
the geometry and circulation is used. At a given time t, BS Eqs. (3.1) are numerically
integrated to calculate velocities along CVS's, using standard Gauss quadrature for the
regular integrals (Le., when point i does not belong to element Ie), and an intrinsic variable
expansion technique is used to deal with the strong CPV singularities occurring in these
integrals, as a result of self-induced velocity terms (Le., when point i belongs to element Ie).

An explicit time stepping method, based on 2nd-order Lagrangian Taylor series expan­
sions similar to those presented in Chapter 2 for the PCVS model (Eq. (2.18», is used
to calculate CVS's time evolution using velocities, accelerations, and rate of change of
circulations calculated in the CVS model (the latter two being calculated as for the PCVS
model).

General numerical procedures used in the periodic CVS model are identical to those
given in Section 2.2 for the geometric modeling using the parity mapping method, the
specification of end-point periodicity conditions, and the adaptive regridding in the PCVS
models. The treatment of singular integrations in the BS Eqs. (3.1) is detailed in the
following.

Singular integrations

The kernel of BS integrals (3.1) becomes strongly singular, for each element, when the
observation node i coincides with one node of the integrated element Ie. The CPV of this
integral must thus be properly evaluated. For a two-dimensional problem, as indicated by
Eq. (2.1) or (2.35), the singularity is O( 1/r.), where r. denotes the distance to point i.
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Figure 3.1: Sketch for the singular integration at point i of the reference element.

The integrand of BS Eqs. (3.1) can be defined as, F(p.) = N;(p.)Jlc(p.)h"v(p.), where
ft'V denotes one or the other kernels of the BS integral for u or v, N;(p.) denotes shape
functions (2.26) used to discretize the geometry and the circulation "Y = N;"Y; on element k,
and JIe = s:(JL), the Jacobian. For each element, the strong singularity in the integrand can
be represented by means of a Laurent series expansion around the singular point (Xi, Yi), of
the form (Guiggiani et al. [15]),

F(p,8) = F_t (8) + Fo(8)
P

(3.2)

where (p, 8) denote polar coordinates centered at point i in the reference element (Fig. 3.1),
and Fo(8) and F_t (8) are 0(1) functions of the VS geometry around pointi. The integrals
in Eq. (3.1) for element k can now be expressed as (Fig. 3.1),

fie - J~' F(p(JL), 8(JL)) dp. +i~ F(p(JL), 8(JL)) dJL +J: 1

F(p(JL),8(JL))dJL

~+~+~ O~

where (JLl, JLr) denotes an interval containing the singular point, located at JLi. With this
definition, only the middle integral, I: is singular in Eq. (3.3). The first and last integral
can thus be calculated using regular Gauss quadrature rule, after transformation of their
respective intervals into [-1,+1].

When using the polar coordinates (p, 8), I:, can be divided into three parts, by defining
a semi-circular boundary of vanishing radius f centered on the singular point, as,
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where, by definition of the geometry on the intrinsic element, p. = P.i + Pcos 8, and the
property, F_1(8) = -F_1{8 +71") (which is a consequence of the residue theorem) has been
used to combine the first (singular) terms in the first and last integrals [15]. If P.L and 1J.r are
selected symmetrically around point i, we further have,

~p.
P.i - P.L = 1J.r - P.i = ­ 2

with !:lp. = P.r - p." and, in this case, Eq. (3.4) simplifies into,

I; = fof( F_1(8) sin8d8 + ~; [Fo{7I") + Fo{O)]

(3.5)

(3.6)

The calculation of Fo(8), F_1(8) in Eq. (3.6) first requires defining a local intrinsic
coordinate expansion for, Z - Zi, in the neighborhood of the singular point Zi (Le., for
small p), where Z denotes another point of element k. Using the same polar coordinates
system as above, we get,

Z{p.) - Zi{P.) = p{p.)A{8{p.)) + l{p.)B{8{p.)) + O{p3) (3.7)

with,

A(B) = {){):(JLi) 0(8) with 0(8) = cos 8 _ tan 8 sin 8 + tan
2

8 [d
p
__1_] (3.8)

r 2 dp. cos 8

and,

B(8) = {)2
Z (IL") [ cos

2
8 + sin2 8 (tan

2
8 _ 1)] (3.9)

{)JL2' 2 2

where the first and second components of A(8) and B(8) refer to :z: and y coordinates,
respectively.

Using Eqs. (3.7)-(3.9), we can express various parts ofthekemel F(p.) ofBS Eqs. (3.1)
and put them in the form of expansion (3.2). After calculations, we get,

where subscripts u and v indicate which of the two BS integrals (3.1) is being considered,
and,

SU,1J(B) A2,t{B)
-I = 71"(Ai(B) + A~(B))

~11J(8) = B2,1(8) - D(B)A2,1(B) (3.11)
o 71"(Ai(B) + A~(8))

where AI, Az, B I and B2 are given by Eqs. (3.8) and (3.9),and

(3.12)
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and,

(3.13)

where p. indices and dashes indicate derivatives.
Accounting for relationships between odd and even functions of 8 at 0 and 7r, the second

term in Eq. (3.6) can now be calculated, using Eqs. (3.8)-(3.13) as,

Ll: [F;,V(7r) + F;'V(O)] = Llp. [aoS;'V(O) + al(O)~'~(O)]

with A(O) = :I'll' B(O) = :l'r, C(O) = 1, and,

nco) = :1:11 :1:1111 +YIIY~
(s:)2

and, hence,

(3.14)

(3.15)

Using Eqs. (3.10), (3.13) and (3.16), one can analytically calculate the integral in Eq.
(3.6) and see that it vanishes. Using Eqs. (3.6) and (3.14), together with Eq. (3.16), one
can then, after some transformations, calculate the singular part of Eq. (3.3) as,

for the first and the second BS integrals, respectively.
Finally, all terms are expressed as a function of element shape functions and nodal

values, using Eqs. (2.19)-(2.21).

3.4 Applications of the periodic CVS model

3.4.1 Validation with a uniform flow

To validate the new integration methods developed for the CVS model, a steady-state
case was first solved, with a simple uniform flow U between two impermeable boundaries
separated by a distance k (Fig. 3.2). Two CVS's with zero amplitude (E: = 0) were
discretized over a length equal to 0 = 10, 100, or 1000 times their spacing, A = ok. Since
this problem was solved with the periodic model, no semi-infinite sheets were needed at the
CVS's extremities. The number of nodes on the sheets was kept constant equal to 45. To
model a uniform velocity U, circulation was set to ±U on each CVS, respectively. Twenty
Gauss integration points per element were used in the CVS model. Velocity was calculated
with the model, using BS Eqs. (3.1), first on the VS 's nodes themselves, then for 30 equally
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Figure 3.2: Sketch of computational domain for uniform flow between two plates

spaced points in between the VS's (Fig. 3.2). For comparison, similar computations were
also performed using the PCVS periodic model described in Chapter 2.

On the VS's themselves, using the CVS model, the velocity was recalculated to within
4,6.8, and 52.610-6 % of the exact value U, for ex = 10,100, and 1000, respectively. Using
the PCVS method, maximum errors .were 3.8 10-4 , 12.6, and 612 %, respectively. In all
cases, maximum errors occurred at the VS's extremities. The very accurate results obtained
with the CVS model validate the singular numerical integration procedures developed for
this model. In between the sheets, errors were significantly larger, with a maximum for the
points closer to the VS's. For the CVS method, maximum errors reached 1.4 10-6,3.6 10-2,

and 6.3 % of the exact value U, for ex = 10,100, and 1000, respectively. As for calculating
the velocity on the sheets, in these calculations, (regular) integrations over vortex sheet
elements were performed using 20 Gauss points. As internal points get increasingly closer
to the VS's, however, BS integrals (3.1), though still regular, become almost singular (Le.,
quasi-singular integrals, Grilli and Subramanya [19]). When increasing the number of
Gauss points in these integrals, by subdividing the elements, as in [19], an accuracy similar
to the first case (ex = 10) could be reached for the last two cases with the larger aspect ratio
ex. By contrast, using the PCVS method, accuracy stayed very poor in all cases, with errors
of 32, 665, and 7448 %, respectively.

These results show the need for the more accurate CVS model when computational
nodes get very close to each other and/or aspect ratios are large. As this will be the case
for contained oil slicks, it is expected that more accurate and stable results will be obtained
when using the CVS method, as compared to the PCVS method.

As a further validation of the CVS method, in the next section, an unsteady KH instability
case is presented.

3.4.2 Periodic KH instability

The periodic KH instability of a two fluid vertically stratified system will be solved with
the CVS model, in a set up similar to Fig. 2.3. A sinusoidal perturbation with small
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nondimensional amplitude e is prescribed on the interface, and the initial circulation "Y(:z:)
is specified using Eq. (2.28).

A (very unstable) pure shear flow problem is first considered, with a velocity jump
f).U = 0.5 mls applied between two layers of an identical inviscid fluid of uniform density
p (whose absolute value has no influence in the present case), Le., '" = 1 . The amplitude of
perturbation is a = 0.0025 m and the wavelength is selected to>' = 0.1 m, corresponding
to an instability at the ripple scale; the wavelength however does not matter in this problem
and results would be self-similar for another wavelength. Thus, with these data, e = a / >. =
0.025 (as for the PCVS applications in Section 2.5.2). For, W = If. = 0"01 = 0, Eq. (2.32)
shows that the linear growth rate of instability for this case is w = kf).U/2 and, in Eq. (2.7),
we see that d"Y / dt = O. Hence, as expected for this case, the CVS system is conservative.

The initial discretization in the computations has N = 45 equally spaced nodes per
wavelength and nodes are added and regridded at each time step, in order to maintain the
node resolution constant to within 1.5%, as the CVS length increases when the instability
develops. In order to ensure high accuracy in these very unstable computations, the initial
time step is selected as a small value, f).T = 0.001 (note, in this case, T = f).t f).U/ >. =
5t), which corresponds to a mesh Courant number of 0.023. Since the spatial resolution
is maintained constant through regrldding, the time step also stays constant throughout
computations. Model results for the time evolution of the interface for 3,000 time steps
are given in Fig. 3.3. At the end of computations, the number of nodes has increased to
N = 328 (Fig. 3.3.g, curve h).

Overall, results show reasonable predictions of VS evolution. Fig. 3.3a shows that,
for small time, the interface perturbation slowly grows up while more or less preserving
its initial shape; hence, this is referred to as a quasi-linear regime. At the same time, a
relative motion of crests is observed; this phenomenon, which is not observed in point­
vortex or PCVS models (e.g., Rangel and Serignano [33]; Section 2.5.2), indicates that, as
the instability develops, interfacial waves travel at a modified phase velocity. In Fig. 3.3b
it is seen that, after the quasi-linear initial growth, the larger nonlinearity in the flow field
leads to both increased wave amplitude and skewness and, eventually, to a crest overturning
similar to surface wave breaking; this is referred to as the nonlinear regime. Comparing
Figs. 3.3a and 3.3b, it is apparent that, for the same time interval of 0.6, the amplitude
growth is much larger in the nonlinear regime than in the quasi-linear one. In Fig. 3.3c,
the similarity of results with surface waves disappears as the interface VS starts rolling -up.
In Figs. 3.3d-f, as time further increases, the interface roll-up becomes more pronounced.
It is worth pointing out that PCVS computations such as those presented in Section 2.5.2
usually fail around the stage of Fig. 3.3d, whereas the more accurate CVS model provides
very stable results for the full stages 'of development of VS roll-up.

After reaching a maximum value in Fig. 3.3f, Figs. 3.3g and 3.3h show that the
amplitude of disturbance starts gradually decreasing, as the "roll-up cells" become more
elongated. At this stage, however, it should be pointed out that different fluid regions in the
roll-up cells are quite close to each other. Although not creating actual singularities in the
flow, such situations lead to highly varying kernels in the BS integrals that standard Gauss
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quadrature rules fail to properly integrate unless a prohibitive number of integration points
is used. Such integrals, referred to as quasi-singular, thus require more accurate integration
methods, usually, as the distance between an observation node i and an element Ie becomes
smaller than, say, 10% of the element length (Grilli and Subramanya [19]). Quasi-singular
integration methods have not yet been implemented in our model but will be implemented
as part of Phase ill studies. Hence, although no particular instability is observed, one might
start questioning model accuracy at and beyond the stage of Fig. 3.3h.

A second application was carried out for a case with two fluids of different density,
PI = 0.9 and pz = 1.0, with surface tension coefficient equal to 0'01 = 0.0237 N/m
(the value for water and oil). The gravitational acceleration was 9 = 9.81 mlsz. Other
parameters, both physical and numerical, remained as before. Fig. 3.4 shows that the
disturbance amplitude, t, growths as a function of time, for both applications, compared
to predictions of linear theory from Eq. (2.32). For both cases, as also observed in earlier
studies, linear theory greatly overpredicts the growth rate of the instability. As expected
from PCVS computations in Section 2.5.2, an increase in interfacial surface tension and a
decrease in the upper layer density both reduce the growth rate of nonlinear instabilities.
In Fig. 3.4, one can also see that, for cp = 0.9, the interface amplitude eventually stops
growing and oscillates around a more or less stable shape of amplitude t ~ 0.05. Hence,
this case is not unstable in long term computations.

A comparison of the CVS growth rates with those predicted by the PCVS model for the
same case (Fig. 2.11 curves a and c) show that the CVS model predicts smaller growth rates
than the PCVS model. Fig. 3.5 in fact shows a comparison of interface shapes obtained
in the PCVS and in the CVS model for the same case as in Fig. 3.3, and t = 0.21 s.
[Beyond this time, PCVS results in Section 2.5.2 became unstable.] It is seen that the
PCVS model predicts a faster growth of instability than the CVS model. Reasons for the
observed differences reside in both a more accurate computation ofBS integrals and a better
geometric representation in the CVS model. A more detailed understanding of these results,
however, still needs to be achieved.
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Figure 3.3: Results for periodic KH instability with wavelength >. = O.lm, I~U 1= 0.5mJs,
c.p = 1, and CTol = O. curves show interfacial shape at time t (s) = (a) a: 0.0002, b : 0.060,
c : 0.120; (b) a: 0.0002, b : 0.150, c : 0.240; (c) a : 0.0002, b : 0.330, C : 0.390; (d) a
: 0.0002, b : 0.480; (e) a : 0.0002, b : 0.510; (f) a: 0.0002, b : 0.540; (g) a : 0.0002, b :
0.570; (h) a : 0.0002, b : 0.600.
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Figure 3.4: Periodic KH instability with wavelength A = O.lm and 1~U 1= 0.5m1s :
(-) <p = 1,0"01 = 0; (- - - - -) <p = 0.9,0"01 = 0.0237 N/m. Curves show the maximum
dimensionless amplitude of the interface e as a function of time t for: (a) CVS model; and
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3.5 Conclusions of CVS computations

A continuous CVS model was proposed for calculating the nonlinear motion of the inter­
face between two inviscid stratified fluids. A BEM methodology was followed to develop
higher-order representations of the discretized geometry and circulation in the CVS, which
were used to calculate BS integrals for the velocity field. To optimize computations, local
integrations of CVS elements were performed in a single reference element. The parity
mapping transformation of Section 2.2.1 was used to more accurately calculate tangential
derivatives in roll-up regions of the CVS. Hypersingular integrations were performed in the
reference element, through a newly developed Laurent series expansion method. Mter test­
ing the model for a simple uniform flow, the classical periodic Kelvin-Helmholtz instability
problem was calculated to validate the new CVS model. Numerical results indicate that:
(i) the CVS approximation provides a more accurate and stable numerical solution of the
interface time evolution than when using the PCVS model; (li) the CVS model eliminates
the chaotic motion of interface points observed in classical point vortex or piecewise con­
stant VS models, when computations are pushed beyond a critical time. We believe that
such chaotic motions may be caused by both inaccuracies in the calculation of BS integrals
and improper modeling of VS roll-up when using point vortices; (iii) the time evolution of
CVS's significantly differs from the one calculated with point vortices or PCVS's. Besides
a different growth rate of instability, disturbance waves in the CVS move with a specific
phase velocity, larger than the VS's average velocity. Hence these waves are traveling rather
than standing waves, with respect to the VS. The importance of both of these differences
depends on fluid physical properties, velocity, and density difference; (iv) computations of
the later stages of CVS evolution indicate that the KH disturbance growth levels up and then
decreases. This is likely due to larger deformations in the roll-up regions of the VS, which
start tightly spiraling and tilting to the downstream direction, implying that, after this stage,
nonlinearity begins to playa more dominant role and prevents further disturbance growth.
Instead, energy exchange and redistribution will occur by splitting or reuniting of roll-up
sections, inside the VS itself.

During Phase III studies, the CVS model will be applied to the non-periodic oillboom
containment problem.
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Chapter 4

Computation of quasi steady-state slick
shape

4.1 Introduction

In the few computations of headwave instability published earlier, the initial shape of the
oil slick was selected rather arbitrarily. Zalosh [42] for instance used part of a sine function
to define the initial slick shape in his computations. This was also the method used in our
Phase I model to initialize the shape of the oil slick (see Grilli et al. [16] for detail).

Based on the analysis of the oil containment problem done during Phase I of these
studies, we concluded that such an arbitrary choice of initial slick shape (and dynamics)
in the numerical model could induce non-physical (numerical) instabilities of the slick.
An arbitrary (initial) geometry selected to represent the interface between oil and water,
indeed, is not likely to satisfy both the kinematic and dynamic boundary conditions along the
interface. Such a violation of the kinematic and dynamic equilibrium conditions is similar to
creating an initial perturbation on the interface which, when introduced in a time dependent
dynamic model, readily tries to adjust its shape to satisfy the equilibrium conditions. It is
likely that such adjustments do not match actual instabilities occurring along an initially
stable interface, for which the underlying current velocity is increased beyond the instability
threshold Ucr •

In the Phase I studies, only simple cases were solved in order to qualitatively validate
model equations and numerical procedures (i.e., Kelvin-Helmholtz and headwave instabili­
ties). In those computations, the initial shape of interfaces was quite arbitrarily selected the
same as in Zalosh's studies.

In the more sophisticated applications of the model to oil containment by a boom that
we started to perform in Phase II of this study and for those currently taking place in
Phase III, before interfacial instability can be studied in the VS model, it is necessary to
calculate an initially stable shape of the oil slick interface. This shape must correspond to
a small underlying current velocity, below the instability threshold U < Ucr • After this
initialization stage, current velocity will then be increased beyond the instability threshold
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Figure 4.1: Sketch of forces acting on a differential element of length dz of the oil slick as
in Milgram and Van Houten's [29] quasi-hydrostatic model.

and development of interfacial waves will be calculated as a function of time using the
numerical VS model.

Initialization thus consists in finding the initial quasi-static shape of the slick interface
1/(z) (measured from still water level; Fig. 4.1) that satisfies both the dynamic and kinematic
conditions on the interface. In Phase I studies, Grilli et al. [16], following Milgram and
Van Houten [29], proposed to use a quasi-hydrostatic approach within the slick to express
equations for the initialization of the slick. This led to a numerical procedure to iteratively
calculate the initial slick shape. No model, however, was developed at that time and no
numerical results were presented.

During Phase IT, the equations and numerical procedures proposed during Phase I to
calculate the initial slick shape were further developed and implemented as a numerical
Boundary Element Model (BEM) coupled to a finite difference iterative solver. These
developments, as well as numerical applications of the BEM model, are presented in the
following.

No integration of this model with the VS model, however, has been done during Phase IT.
Indeed, to fully integrate both BEM and VS models, it is necessary to first include interfacial
friction effects in the VS time updating equations. Friction effects were theoretically worked
out during Phase IT (see Chapter 5), but will only be implemented as part of the calibration
studies being carried out during Phase ill. Integration of both models will then take place
(see Fig. 1.5).

4.2 Principle of slick shape initialization

The basic quasi-hydrostatic equations for the slick shape initialization are first summarized.
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Following [29], the oil slick is assumed not to significantly move and, hence, to be in
quasi-hydrostatic equilibrium. Accordingly, a Bernoulli equation can be expressed between
the front of the slick and any point on the slick interface, which provides the dynamic
pressure PD as (Fig. 4.1),

1 2 2) ( )PD = "2Pw (U - Uw• 4.1

where pw denotes the water density and Uw• is the water tangential velocity along the slick
interface.

Expressing the horizontal force equilibrium along the interface we get, limiting terms
to first-order,

a'fJ aq
(PD +Pwg'fJ) ax + T'. = pog q ax (4.2)

where T'. is the shear stress along the slick, q is the the total slick thickness (i.e., 'fJ plus the
part above still water level; see Fig. 4.1). Expressing the vertical force equilibrium along
the interface, we also get, limiting terms to first-order,

PD + pwg'fJ = Pog q (4.3)

The shear stress along the slick is classically represented using a simple drag formula as
(e.g., Batchelor, 1967),

T'. = ~Pw OJ U;. (4.4)

where OJ is a global non-dimensional friction coefficient, and a function of flow character­
istics in the water and roughness along the interface.

In Milgram and Van Houten's study, the interface shape 'fJ(x) and slick thickness q(x)
were experimentally measured and the tangential velocity of the underlying flow was
calculated using ideal flow theory, assuming a uniform velocity U for the incident flow
ahead of the slick. The friction coefficient (the only "unknown" left in the equations) was
then calculated along the interface using Eqs. (4.1)-(4.4).

During Phase IT of the studies, we developed a model based on the above equations and
used it in reverse mode, i.e. : the friction coefficient OJ was calculated along the interface
using boundary layer semi-empirical theories and the quasi-steady slick shape was then
predicted. Since OJ is a function of a priori unknown flow characteristics (e.g., Reynolds
number), an iterative method was used:

(i) an initial slick shape was assumed following Zalosh's [42] approximation;

(ii) the tangential velocity along the interface was calculated for the external water flow,
based on ideal flow theory;

(iii) the friction coefficient was calculated for this external flow; and

(iv) a corrected slick shape was estimated using the quasi-hydrostatic equilibrium equa­
tions.
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Figure 4.2: Sketch of computational domain nand boundaries rJ' r, and r" for the external
water flow computation using streamfunction theory and the BEM model. Boundaries r /
and rb are rigid no-flow boundaries and a uniform flow U is specified on r, boundary.
Discretization nodes (0) and (• ) are used in the BEM solution of the water flow and locations
of nodes (.) on the slick interface are iteratively calculated to satisfy equilibrium equations.
Nodes A-I are double nodes in the BEM computations. Nodes marked as i-I, i, i + 1,
illustrate the finite difference iterative method.

These steps were repeated until convergence was reached on the slick geometry.
More details are provided in the following Sections for stages (ii) to (iv) of the iterative

method. Results from this iterative method are presented in the last section and compared
to experimental results [29].

4.3 External flow calculation

(4.6)

In the slick quasi-hydrostatic equilibrium equations presented above, the effect of the
underlying water flow is transmitted through both the dynamic pressure and the shear stress
at the interface. Both of these, essentially, depend on the water flow velocity at the interface
represented by the tangential velocity Uw., and on the interface geometry.

Since the slick is assumed not to move, the water flow is considered as an external
flow past an obstacle having the slicklboom geometry. Hence, the free surface in front of
the slick and behind the boom, together with the water/slick interface and the boom, are
assumed to be rigid walls (Le. streamlines) (Fig. 4.2). Due to the slenderness of the slick
geometry, an ideal flow approximation, implying no flow separation, is made for the water
flow. This will create some errors downstream of the boom where flow separation occurs
but should not influence the slick shape too much, particularly in the headwave region.

Hence, using a streamfunction representation in the water domain n (e.g., Batchelor,
1967), continuity equation reads (Fig. 4.2),

\72.,p = 0 ; in n (4.5)

where .,p is the streamfunction defined such that,

o.,p . _o.,p
'Uw = - - , V w - -oy oz
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(4.7)

where ("'w, tlw ) are velocity components in the water and n denotes the normal direction
along the slick interface pointing outwards from the water (Fig. 4.2). Eq. (4.5) is solved
using a Boundary Integral Equation representation (BIE),

a(z,)1/1(z,)= f [aa1/1G(z,z')_1/1aG~,z')]dr(z)
k(z) n n

in which,
G(z,z,) = -(1/27r) log I z - z,l (4.8)

is the free space Green's function, z = (:z:,y) and z, = (:z:"y,) represent position vectors
for points on the boundary r, and a(z,) is a geometric coefficient

The BIE (4.7) is solved using a higher-order Boundary Element Method (BEM) (Grilli
and Subramanya 1995, 1996), together with boundary conditions expressing no-flow on
the bottom boundary r" and on the free surface, slick interface and boom rJ; and uniform
incoming and outgoing flows on lateral boundaries r, (see, Fig. 4.2). Note that, the present
method was developed for (and thus requires) domains with boundaries located at finite
distance. Hence, a bottom boundary is always needed to make sure r is a closed boundary.
If one wishes to solve for the flow under a slick in very deep water, one just has to locate
the bottom boundary far enough below the slick for this boundary not to influence the flow
close to the slick interface. In practical computations, we found that, when the bottom
boundary was located at least ten times deeper than the boom draft, no significant influence
of the bottom boundary could be found on the tangential velocity at the slick interface.

In a streamfunction representation, no-flow conditions correspond to specifying stream­
lines with 1/1 =constant. In the present case, we set 1/1 = 0 on r" and 1/1 = hUon r I and
uniform flow conditions correspond are specified as 1/1n = 0 on r" where indices n indicates
partial n-derivative.

A linearly varying streamfunction in the vertical direction should be obtained on r, as
the solution of Eq. (4.7), i.e., 1/1 = Iy IU, provided no significant influence of the slick and
boom occurs for the uniform flow. The solution on r I directly provides, Uw • = -1/1n, along
the slick interface, to be used in Eqs. (4.1)-(4.4). Hence, the ideal flow solution allows
one to calculate the dynamic pressure and the shear stress (provided CI variation is known)
along the slick, for any assumed slick shape.

Practical numerical solution of Eq. (4.7), with relevant boundary conditions, is done
using a higher-order BEM method in which discretization nodes are specified on boundary
r = rb + r I + r, and quadratic isoparametric elements are used to interpolate in between
discretization nodes. Both regular and singular integrals in Eq. (4.7) are performed
numerically, using Gauss quadrature methods for the regular integrals, and a similar method
for the singular integral, well-suited to logarithmic singularities. An algebraic system of
equations is thus assembled and solved for the unknowns at the discretization nodes, i.e.,
'l/J or 'l/Jn, whichever is not set by boundary conditions. Details of the BEM method and
numerical integrations can be found in Grilli et al. [18,20,21].

Additional difficulties arise in the numerical solution of the present problem in relation to
the properrepresentation ofBIE's for comers located at the intersection between boundaries
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----------- --------------------------------------,

having different types of boundary conditions and nonnal directions (points A, B, C, D in
Fig. 4.2). To address comer problems in the BEM algorithm, double-node representations
and comer compatibility equations are used (Grilli and Svendsen [21]). Within boundary
r /' there are also points with discontinuities in the tangential direction for which, physically,
the velocity must be zero. These are the comers points E,F,G,H,I. Due to the two nonnal
directions, double-nodes are also used to represent these points but care must be taken to
ensure that the numerical solution satisfies the physical requirement of zero velocity on both
sides of these points.

4.4 Iterative calculation of slick shape using a finite differ­
encemethod

(4.9)

(4.11)

(4.10)

. , g7'/
, 7'/=U2

C' - C U;.
/ - / U2

, PD , T.

PD = p'lUU2 T. = !p'lU U2

where primes denote non-dimensional variables.
Using definitions (4.9),(4.10), Eqs. (4.1)-(4.4) transfonn into,

, 1 ( '2 )
PD = 2 1 - U'IU.

Non-dimensional variables are introduced in Eqs. (4.1)-(4.4), based on a length scale U2
/ g,

a velocity scale U, and a stress scale P'lUU2 (note that for the oil-water interface, since the
oil does not move, U = !J.U). We thus get,

, gx .' gq
x=U2 ,q=U2

where U:u. = U'IU./U.

( , + ') 1 , , ,
PD 7'/ 7'/:' + 2T• = ep q q:,

where x' indices denote derivatives with respect to x', and ep = PolP'IU'

PD + 7'/' = epq'

T: =Cj
Combining Eqs. (4.12) to (4.14), we further get,

(PD + 7'/') ((1 - ep)7'/~' + P~:') = ~ Cj

(4.12)

(4.13)

(4.14)

(4.15)

The set of differential equations (4.11)-(4.15) will now be transfonned into Finite
Difference Equations (FDE) expressed for N01U nodes i along the slick interface (segment
E-F in Fig. 4.2). Equation (4.15) is first developed into,

, , "
" " 7'/ PD:' + PDPD:' ep C'

7'/ 7'/:' +PD 7'/:' + 1 _ ep 1 - ep - 2(1 _ ep) / (4.16)
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To derive a FDE representation of Eq. (4.16), we will integrate the equation between a
fictitious intermediate location defined in between points (i - 1) and i (i.e., point (i - 1/2);
central difference method), and we will assume that values of all calculated functions, '7',
PD' and OJ (hereafter denoted by:F) will be calculated at (i - 1/2) as,

1
.1:-1/2 = 2[.1:-1 +.1i] (4.17)

We will also assume that, for the second and third terms in the left-hand-side and for the
right-hand-side ofEq. (4.16), '7', PD' and OJ, respectively, are approximated by their values
at point i (upwind scheme). Doing so, Eq. (4.16) can be transformed into,

1 (" )2 ", ( , + '_ ( ~ _ '7i + TJi-1 ) + ' ( ~ _ TJi + TJi-1 ) + --!li- ' _ PDi PDi-l)
2 '7, 4 PDi '7, 2 1 - If/ PDi 2

1 (t2 (PDi +PDi_I)2 ) If/ 0' (' ')
+2(1-lf/) PDi- 4 =4(1-lf/) Ii :l:i-:l:i-1 (4.18)

Rearranging terms in Eq. (4.18), we get,

3 t2 + '( (2 -If/)PDi - PDi_1 '7~-1 ) _ , ,
:4 '7i '7i 1 _ If/ - 2 - PDi '7i-1

3pt2 _ 2p' p' _ pt2 ~
Di Di Di_1 Di-I + '7,-1 + If/ 0' ( ~ _ ~ )

4(1 -If/) 4 2(1-lf/) li:l:, :1:,_1

(4.19)

Eq. (4.19) is a quadratic equation for predicting '7~, i.e., the slick elevation at point i,
based on values of the slick elevation at point (i - 1), the dynamic pressure at points i
and (i - 1) and the friction coefficient at point i. The dynamic pressure is calculated as a
function of the tangential velocity of the external flow, using Eq. (4.11), and the friction
coefficient similarly depends on the flow in the boundary layer close to the slick interface
(see next Section for details). Thus, assuming an approximate initial shape for the slick,
say 77:° = 77'O(:l:D (e.g. as in Zalosh [42]), a first BEM solution can be calculated for the
underlying flow, as explained in the previous Section, providing,p~ = -U::.

i
along the

slick interface.
At stage k of the iterations, the dynamic pressure is thus found, for (i = 1, .. " Now) as,

'Ic 1 (1 AI,''; )PDi = 2 - Y'nDi (4.20)

(4.21)

and an improved slick shape '7~1c+1 can be obtained by solving Eq. (4.19) for successive
points (i = I, ... , Now). A new underlying flow is then computed for the new slick interface,
providing ,p:/:.+1, and the whole process can then be repeated until convergence is reached
on the slick shape between two given stages k and k + 1, according to the criterion,

'7~1c+1 - '7~1c
MAX(i=l,...,N.... ) I' 'Ic ' I~ e

'7i
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where € is an a priori selected small number.
To eliminate sawtooth oscillations of the slick shape during the iterative process, it

was found necessary to further transform Eq. (4.19) by replacing 71f in the left-hand-side
by 71!k+I 71:k, i.e., combining the new updated values of 71' at iteration k + 1 with the old
calculated values at iteration k. Furthermore, to accelerate the convergence, as soon as
recalculated.71:k values are replaced by 71:11:+1 values. The final equation used for the FOE
iterative calculation of slick shape thus reads. for (i =1, ... , NOVI).

4( 1 ) 'k Ik 3 ,1c2 +2 Ik 'k + IIc2 + (1 ) IIc2 +2 C'k (' ')'k+l _ - r.p PDi71i-l - PDi PDiPDi-1 PDi_1 - r.p 71i-l cp Ii Xi - xi-l
71i - 3(1- cp)71~k +4(2 - CP)P~i - 4p~i_1 - 2(1- CP)71:~1

(4.22)

4.5 Friction coefficient calculation

(4.23)Re = uw • s
IIw

where IIw denotes the water kinematic viscosity. We have,

According to the classical laminar Boundary Layer (BL) theory (e.g., Batchelor, 1967)
applicable to smooth slender bodies like plates, the friction coefficient is a simple function
of a Reynolds number Re based on the tangential velocity and the (arclength) distance s
from the leading edge of the flow,

0.73 ( () )-1/2CJ = In-:: = e Uw • s s
vRe

with e = O.73..jii; ~ 0.00073 (4.24)

For turbulent BL's, the literature gives the following forms for Cit

I
CJ = 0.0592 Re- s or

I
CJ = 0.027 Re-' (4.25)

Nate that the latter equations do not exhibit a functional variation significantly different
from Eq. (4.24).

First, assuming a very thin slick (hence Uw • ~ U) and a small current velocity U, one
can neglect dynamic effects along the slick (Le., U:u. = 1 and by Eq. (4.11), PD = 0).
Hence, the slick shape due to pure friction can simply be found by integrating Eq. (4.16)
as,

(4.26)71'(X') = { 1~ cp lZ' Cj(O de }1/2

Assuming s ~ x in Eq. (4.24), we further get,

71'(X') = 1~ cp~ x'1/4 and 71~'(X') = 1~ cp If, x'-3/4 (4.27)

Eq. (4.27) predicts a slick shape which is both unbounded for large x' and has a vertical
tangent at the leading edge (x' = 0).
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Such results for the slick shape, however, are not realistic when compared to experiments.
Furthermore, comparing the general variation of CI given by Eq. (4.24), when U:". = 1, Le.
CI ex $-1/2, to results calculated by Milgram and Van Houten [29] based on experiments,
one can see that the true variation of CI is much more complex along the slick, particularly
in the headwave region, than predicted by this simplified (purely frictional) equation. In
particular, in the experiments, CI shows a sharp increase in front of the headwave, followed
by a gradual decrease in the back of the headwave. Therefore, as concluded in [29], dynamic
pressure does play an important role in determining slick shape in the headwave region.
As will be shown from the computational results, Uw• exhibits significant variations in
the headwave region and, hence, so does Pt>. This justifies using the complete iterative
procedure Eqs. (4.20) -(4.22) to calculate the initial slick shape in the model, together with
a representation of CI better suited to the actual slick problem.

A more accurate prediction of CI could be obtained by introducing a physical repre­
sentation of the BL along the slick, including both laminar and turbulent regimes. This,
however, would require a detailed solution of the Navier-Stokes equations in the BL, down
to the scale of small geometric perturbations along the slick, together with some turbulent
closure model. Due to the difficulties and uncertainties of such computations, however, at
the end, one would not be guaranteed that the final values of CI be closer to experimental
values than the prediction of simple equations such as (4.24) or (4.25). Another approach
is to define a semi-empirical representation of CI along the slick, together with coefficients
estimated based on experiments. The variation CJ ex z-1/2 obtained from above indicates
that Cf should decrease from a large initial value, as z increases, and asymptotically tend
to zero. This result, however, corresponds to a smooth flat boundary (like a plate), and one
should expect, for a rough boundary, CI to eventually reach a small but non-zero value,
say Cfa, at the back of the slick. At the front of the slick, experiments show that CI values
are bounded and drop to zero at the slick leading edge. Combining these observations, the
following equation is proposed for representing the variation of CI along the slick,

Forz:::; Zo: CI =az exp(-,8£f) (4.28)

where coefficients a, ,8, "1, and Cia should be estimated based on experiments.
In Phase II, the only experiments giving details of the slick shape that could be found

were those by Milgram and Van Houten [29]. Hence, these experiments were used to
estimate values of the coefficients in Eq. (4.28) leading, after iterative computations, to
a final slick shape '7(z) close to the experimentally measured shape. One such case is
presented in the next section. In Phase III, however, new laboratory experiments will
be carried out and will be used to better calibrate the present model. A deeper physical
analysis of the functional variation of CJ along the slick will also be carried out to relate
the coefficients in Eq. (4.28) to flow and slick geometry characteristics.
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Figure 4.3: Computation of the quasi-steady shape of an oil slick with the BEMlFDE
iterative method. The water density is PI = WOO kg/m3

, the oil density ratio is l(J = 0.88
and the current upstream velocity is U = 0.17 mls. The friction coefficient is empirically
modeled by Eq. (4.28), with a = 1.259, f3 = 250.0, 'Y = 2.5, and C/o = 0.005, for
:.co ~ 0.18 m. The boom draft is d = 0.175 m, the boom width is w = 0.03 m, the
water depth is h = 0.53 m and the slick length is I = 0.88 m. The slick interface E-F
was discretized in both the BEM and the FDE using N0fII = 51 nodes with initial uniform
density. Convergence was reached after 150 iterations for f = 10-8• Results show the
interface "1 (z) : (- - -) initial shape based on Zalosh [42]; (--) final calculated shape;
and (- - - - -) experimental shape measured by Milgram and Van Houten [29]. Results also
show the free surface shape (- - - -) q(z) - "1(z).

4.6 Numerical results

Milgram and Van Houten [29] reported laboratory experiments for the geometry of slick
contained by booms subjected to water currents of different intensity U (Fig. 4.2). Mea­
suring the slick shape and using equations (4.1)-(4.4), they calculated the variation of the
friction coefficient C/(z) along the slick.

In the present application, in order to validate the BEMlFDE procedure developed for
iteratively calculating the initial quasi-steady shape of contained a oil slick, we selected
a case in Milgram and Van Houten's experiments for which the current velocity was just
slightly super-critical and the slick interface geometry was quite smooth. Unfortunately, no
result for lower velocities were reported in their study. Using Eq. (4.28) together with the
iterative procedure Eqs. (4.20)-(4.22), we then estimated the best values of coefficients a,
(3, I' and CJo' that led to a slick shape close to the measured one.

Physical parameters for the selected case were: the water density PI = WOO kg/m3, the
oil density ratio l(J = 0.88, and the current upstream velocity is U = 0.17 mls. For these
values, using the standard value of the interfacial tension, the linear analysis reported above
(Eqs. (2.33) and (2.34)) leads to a critical wavelength of instability >.min = 0.028 m and
a corresponding critical velocity u;in = 0.15 mls. Hence, in this case, the KH instability
on the slick interface should start developing at a very slow growth rate. The laboratory
experiments were conducted with a boom draft d =0.175 m, a boom width w =0.03 m, a
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Figure 4.4: Same computations as in Fig. 4.3. Results show the interface tangential velocity
uw,(x) computed with the BEM method for: (- - -) the initial shape based on Zalosh
[42]; (--) the final calculated shape.

water depth h =0.53 m, and a slick length 1~ 0.88 m.
These dimensions and the above physical parameters were closely reproduced in the

present computations. In the BEMlFDE procedure, Now = 51 nodes with initial uniform
density were defined along the slick interface E-F (Fig. 4.2). In the BEM calculations, more
nodes were used along the rest of the boundary and quadratic isoparametric elements were
used for the interpolation. The initial slick shape ,t(x) was selected following a method
similar to Zalosh's and is given in Fig. 4.3.

Many different computations were performed in order to calculate the best values of the
coefficients in Eq. (4.28). The final values found for these coefficients were: a = 1.259,
(3 = 250.0, 'Y = 2.5, and C/o = 0.005. [Note that the location :1:0 was simply selected
such that C/ take the value C/o in the first part of Eq. (4.28); this led to :1:0 ~ 0.18
m.] For an accuracy E = 10-8, the final BEMlFDE run converged after 150 iterations.
The converged slick shape is given in Fig. 4.3, as compared to the experiments. With
the selected coefficients, the overall agreement between experiments and computations is
quite good, although the experimental slick shape exhibits small fluctuations, particularly
in the headwave region, likely indicating the initiation of an instability. Note the low
value Cf = C/o in the back of the slick, indicating that friction is quite small and thus
confirming that the interface shape is very smooth in this region. Experimental results were
not available close to the boom. In the computations, however, due to the stagnation point
for the flow at the boom, leading to a zero tangential velocity, friction along the interface
gradually drops to zero and the dynamic pressure increases, which leads to a reduction of
the slick thickness at the boom. As a further indication of this, Fig. 4.4 gives the variation of
the tangential velocity computed along the slick and one can see that the largest differences
between velocities calculated for the first and last iterations occur in the headwave region,
for x < X o ' Finally, as a result of the quasi-hydrostatic force balance within the slick, the
free surface location [q(x) - '7(:1:)], calculated by Eqs. (4.3) or (4.13), gradually raises up
from the slick leading edge to the boom (see Fig. 4.3).
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Chapter 5

Effects of interfacial friction on vorticity
updating equation

5.1 Introduction

In the inviscid VS models presente<lin Chapters 2 and 3 (Le., PCVS and CVS models),
the interface between two fluids of density (PO) PI) and velocity (UO ) UI) was treated as a
continuous thin layer separating two potential flows, and the entire vorticity originated from
the velocity jump I Uo - UI I across this interface was concentrated within the thin region
in vortex sheet (Fig. 5.l).

In the models, the equations used to derive the vorticity updating Eq. (2.7), assumed that
the interface itself satisfied both kinematic and dynamic conditions, the former representing
the compatibility of motions of the sheet with respect to each fluid and the latter expressed
as a pressure equilibrium on both sides of the interfaceIVS (Le., in each ideal fluid), with
correction for the interfacial tension induced pressure jump. Thus, all external forces and
flow parameters, such as velocity, buoyancy, density difference, and surface tension, were
expressed in terms of circulation change on the right-hand side of Eq. (2.7).

Experimental observations, however, show that interfacial friction plays a key role in
determining the quasi-static geometry of the interface and its time evolution (e.g., Milgram
and Van Houten [29]), especially in the headwave region. In Chapter 4, we presented a
method to calculate the initial quasi-steady state shape of a contained oil slick, that includes
friction effects. To correctly study the time evolution of such an interface, it is thus necessary
to also include friction effects in the vorticity updating Eq. (2.7).

In the present Chapter, we show how this can be done. Actual implementation, test, and
use of the new equation, however, will take place during Phase ill studies.
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Figure 5.1: Sketch of inviscid interfaceIVS equilibrium

5.2 Governing equations

Friction will affect the balance of forces at the interfaceIVS. In our model, friction effects
will be represented by equivalent tangential interfacial shear stresses ('To, 'Tl)' acting in the
fluids on either side of the interface. Combined to pressures (Po,Pl), these stresses will
have to satisfy the dynamic equilibrium equation at the interface.

Following classical Boundary Layer (BL) theory, friction will be assumed to be important
only in two small regions (Le. BL's), on either side of the interface, in which viscosity
dominates and velocity profiles have smooth tapered transitions. Outside of these BL
regions, the fluids will still be assumed to behave as inviscid irrotational fluids. This is
sketched in Fig. 5.2, where the velocity diagrams have been tapered in (thicker) BL regions
on both sides of the thin interface. In these two BL's vorticity diffusion is assumed to
occur in the normal direction across the interface and vorticity convection to occur in the
tangential direction, both contributing to the equivalent shear stresses ('To, 'Tl) acting on each
side of the interface.

Nate that friction becomes an external force acting on the interface only when a velocity
jump still occurs at the interface, as sketched in Fig. 5.2, and the potential flows in fluids
oand 1 are kept slightly away from the interface by the BL's thickness. Taking control
volume elements on both sides of the interface (Zalosh [43], Rottman and Olfe [36], Grilli
et al. [16, 17]), the rate of change of circulation on the VS can be derived under the
combined action of gravity, surface tension, and friction effects at the interface between two
fluids. This will first be done for a vortex sheet represented by piecewise constant vorticity
elements.

Taking the material time derivative of equation (2.5), in which circulation is defined as
a function of the tangential velocity jump at the VS, we get, for a VS element of length !:i.si
over which velocity is assumed constant and the geometry to be smoothly varying,

For Newtonian fluids. tangential accelerations in (5.1) can be expressed, for both fluids
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oand I, using Navier-Stokes' equations as,

Duo 1 1 1
D t' =--Vpo,l - gVy +-V . (1-'0,1 VUo,l)

Po,l Po,l
(5.2)

in which p is the fluid pressure (discontinuous across the interface due to surface tension), 9
is the acceleration of gravity (vertical pointing in the downward y direction), and I-' denotes
the dynamic molecular velocity, with the last term in parenthesis representing the fluid stress
tensor.

Taking the dot product ofEq. (5.2) with the tangential vector IJ (defined as in Eq. (2.4»,
we get,

D '1.1.0 • I. 1 8po 1 • 1 ( ) ( )-----:.'- =----, - gsm{3 +-V· I-'V'Uo.,h 5.3
Dt P~l 8s P~l

Now, in the BL's on both sides of the VS (sketched in Fig. 5.2), we assume velocity changes
in the normal direction to be dominant over changes in the tangential direction. Hence,
defining the Newtonian interfacial shear stresses as,

(5.4)

(5.5)

with n denoting the normal direction at the interface pointing outside of each fluid region,
we get,

D'Uo.,h ~ __1_8Po,l _ gsin{3 __1_8To.,h
D t po,l 8s po,l 8n

The normal gradients of shear stresses at the interface in Eq. (5.5) will be approximated
using equivalent interfacial shear stresses defined, within each BL region, with opposite
directions on each side of the interface (Fig. 5.2) as,

(5.6)

where ho and hI denote vorticity diffusion thicknesses. [Note that this corresponds to
assuming shear stresses go to zero at distances ho,l on either side of the interface.] We thus
get,

(5.7)

(5.8)

D'Uo.,h 1 8Po,I . f.l ± To,I
-----:.- ~ - - -- - 9 sm fJ

D t Po,l 8s po,l ho,l

Replacing tangential accelerations from Eq. (5.7) into Eq. (5.1), we get,

Dr, = (-!. 8pI _ -!. 8po +~+~) /)..s,
D t PI 8s po 8s Po ho pl h1 ,

From the definition of the sheet velocity, 11" the tangential acceleration following the
vortex sheet motion is obtained as,

d'Un = ~ (d'Uo• d'U I .).

dt 2 dt + dt I
(5.9)
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with, according to the definitions of different material derivatives,

d D 1- = - ± -(U - UI) . V
dt Dt 2 0

(5.10)

(5.11)

(5.12)

with the plus sign being taken in fluid 1 and the minus sign in fluid O. Replacing Eq. (5.10)
in (5.9), we get,

dUD _ !(Duo. D Uh). _ !( _ ). (auo• _ aUh).
dt - 2 D t + D t ' 4 u o• Uh, as as'

Using Navier-Stokes equations (5.7) to express tangential velocities and Eq. (2.3) to express
the vortex sheet strength, we get,

dU.i = _!(..!.. apo + ..!.. api + 29 sin f3 + .2!.-. _ ..2!.-)i _ !1'i a1'i
dt 2 Po as PI as Piki Poko 4 as

From the expression of surface tension effects at the interface between two fluids
(Batchelor, 1967), the pressure jump across the vortex sheet is given by,

1
Po - PI = 0'01 'R (5.13)

Dri

Dt

in which 1I'R(s) is the sheet curvature. In curvilinear coordinates, it can easily be shown
that the curvature is identical to, af3Ias. Hence, taking the tangential derivative of (5.13),
we get,

apo api a2f3
as - as = 0'01 as2 (5.14)

Eliminating the pressure between equations (5.8),(5.12), and (5.14), we finally get the rate
of change of circulation at point Si of the sheet as,

( [
dUD • 1 a1'i 1 (7"oi 7"li) ]

= 2~Si It ---;;:;: + 9 smf3i + 41'i as + PI{1- r.p) ko + h;

I ~Ir.p ~~i) (5.15)

where O'~l = O'ot/PI> r.p = PolPI :::; 1, It = (1 - r.p)/(1 + r.p) is the Atwood number and, by
(2.4),

dU.i dUi dVi . ( )
---;;:;: = dtCOSf3i + dt"sm f3i 5.16

is the tangential acceleration at point i.
Various approaches can be pursued to model the interfacial shear stresses in Eq. (5.15)

as a function of the flow kinematics and, ultimately, of the circulation on the VS. Laminar
or turbulent BL theories, for instance, can provide a representation of shear stresses based
on a combination of diffusion and convection in the BL's. The simplest global approach,
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.however, consists in representing the turbulent shear stresses using a semi-empirical friction
coefficient, on a way similar to Eq. (4.4). In the present case, this method would give,

(5.17)

(5.18)

(5.19)

in which the relative velocity between the tangential flow velocity in each fluid Uo.,h and
the VS's tangential velocity U. has been used. Using the definition of the VS's velocity U.

and Eq. (2.3), Eq. (5.17), for vortex element i, transforms into,

1 2
Tai,Ii = ±2Po,l C/0,/1 '1i

Now, with the above definition, the effect ofinterfacial friction on the rate of change of
vorticity in Eq. (5.15) reads,

1 (T1i Tai ) 1 2 ( C/o C/1 )

PI (1 - cp) ~ + ko = 8 (1 - cp) '1i cp ko - h;

Hence, the final equation for the rate of change of vorticity reads,

(5.20)

in which we have defined as,

(5.21)

the global friction coefficient between fluid 0 and 1 at the VS interface.
During Phase ill studies, this and other models of representation of friction at the

oil-water interface will be developed, validated, and tested. In particular, using newly
obtained experimental data, computations with the model will be calibrated to represent
experimental measurements at best, for the geometry of a contained oil-slick as a function
of time. Such calibrations will take place through the semi-empirical representation of the
friction coefficient C/ along the oil-water interface (see also Chapter 4 for more discussions
on this subject).
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Figure 5.2: Sketch of interfacelVS equilibrium including friction effects
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Chapter 6

Conclusions

Following initial studies and model developments reported for Phase I studies (Grilli et al.
[16]), model developments in Phase IT studies have focused on three major aspects: (i)
improving and complementing the models developed in Phase I, namely both periodic and
non-periodic Piecewise Constant Vortex Sheet (PCVS) models (Chapter 2); (ii) provide a
better representation of hydrodynamic instabilities in the oil containment problem by devel­
oping and implementing a more accurate model based on Continuous Vortex Sheets (CVS)
(Chapter 3); and (iii) both implementing and validating a numerical method for calculating
the quasi-steady equilibrium shape of an oil-slick including the effects of interfacial friction
(Chapter 4), and developing a formalism to include interfacial friction effects in the Vortex
Sheets (VS) time updating equations (which were ignored in Phase I model) (Chapter 5).

As a result of such model development/improvements, model applications carried out
during Phase IT provided more quantitative analyses and predictions than the qualitative
descriptions of the oil containment behavior achieved during Phase I.

More specifically, in Chapter 2, we presented the development/improvements of PCVS
periodic and non-periodic models and their application to periodic KH instability and oil
containment by a boom, respectively. Figs. 2.9-2.12, for instance, show the quantitative
influence of interfacial velocity jump l:::..U, gravity g, fluid density ratio ep, and surface
tension coefficient 0"01, on the growth rate of KH interfacial instability, as computed with
the periodic PCVS model. Throughout these computations, the improved Phase IT periodic
PCVS model performed very well and was thus validated as a tool for predicting interfacial
behavior during KH instability. More specifically, using the PCVS model, it was found,

(i) in the presence of gravity, the interface is subjected to stabilizing effects from buoy­
ancy forces and the disturbance growth is slowed as compared to an identical case
when gravity effects are not inCluded;

(ii) an increase in fluid density difference across the interface will result in reducing and
slowing down the disturbance growth on the interface; the most unstable case is thus
a case with two identical fluids (ep = 1) or, in the present case, the heavier oil;

(iii) and an increase in surface tension at the interface also results in reducing and slowing
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down the disturbance growth on the interface; this is because surface tension, to
some extent, balances the circulation accumulation in the highly curved regions of
the interface.

Based on the result in (ii), one can thus postulate that, for an oil slick contained by
a boom, the headwave instability growth rate will be smaller and the instability will be
delayed when using a lighter oil, compared to the case of a heavier (or weathered) oil. In
laboratory experiments with oillboom systems, it is observed that the oil-water interface,
at first, rolls-up in the headwave region before pieces of the interface are tom off (e.g.,
Delvigne [9]). Therefore, based on the results in (iii), it is theoretically expected that, if
surface tension is naturally (e.g., through weathering) or artificially (e.g., through chemicals)
increased, the disturbance growth on the interface will be reduced and the interface break
up and resulting containment failure will be accordingly delayed (or eliminated), hence,
providing additional time for collecting oil at a given (unstable) relative velocity.

In the light of the above results, in subsequent studies, particularly during Phase ill, the
quantitative influence of density difference and surface tension on the oil-water interface
evolution, will be studied for complete oil-boom systems. Along this line, Figs. 2.13,2.14,
and 2.15, for instance, showed computational results of the non-periodic PCVS model for
the entrainment and critical accumulation failure modes of contained oil slicks. Despite
their realism, at this stage, however, such results only show the ability of the PCVS model to
capture the underlying physics and predict the unstable shape ofa contained oil slick. Indeed,
these results still use the empirical method by Zalosh [42] to estimate the initial shape of the
slick, and also do not include interfacial friction effects which have an important influence
on slick geometry and thickness. Mter integrating in this model the initialization of the slick
shape, presented in Chapter 4, and the inclusion of frictional effects in the vorticity updating
equation, presented in Chapter 5, more quantitatively realistic similar computations will
be performed during Phase ill, using the more accurate CVS model, presented in Chapter
3 for the velocity calculations. Model parameters will then be calibrated based on newly
obtained experimental data.

In Chapter 3, we presented the development, validation, and application of a new CVS
nwdel. By contrast with the PCVS model, in order to achieve better accuracy and stability,
this model uses higher-order spatial discretizations (cubic) for both the geometry and the
computational fields along the oil-water interface. As a result, integrals in Biot-Savart
equations (2.1) must be calculated numerically. This required the development of accurate
integration methods for hypersingular integrals. Looking at Fig. 3.3, for instance, it can
be seen that, with the CVS model, the periodic Kelvin-Helmholtz instability at an oil-water
interface and the subsequent roll-Up of Vortex Sheets were very accurately modeled, and
for a much longer time, than when using the PCVS model. Validation cases for a simple
uniform flow also showed that the CVS model provides much more accurate results for the
velocities than the PCVS model, particularly for domain geometries with very high aspect
ratio (as in containment of oil by a boom). This, hence, justifies the development of the
CVS model. This model will be more extensively used during Phase ill studies.

In Chapter 4, we presented a model and applications for calculating the quasi-steady-
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state initial shape ofa contained oil slick. Quasi-hydrostatic equilibrium was assumed in
the oil slick and the external water flow velocity was computed for a specified geometry
of the oil-water interface. An iterative method was used to calculate the interface shape
satisfying interfacial equilibrium equations. The interfacial friction coefficient Cf was
semi-empirically modeled. Looking at Fig. 4.3, for instance, it can be seen that the initial
stable shape of an oil slick, measured by Milgram and Van Houten [29] in their laboratory
experiments, was correctly recalculated using the PCVS model. This model will be used
during Phase ill studies to calculate the initial stable shape of contained oil slicks, for
low tow velocities, which will then be used to initialize the VS model(s) calculating the
interfacial instabilities and slick containment failures occurring for larger tow velocities.

Finally, in Chapter 5, we developed modified vorticity updating equations (5.20) and
(5.21), including the effects of interfacial friction. These equations will be implemented and
tested during Phase ill studies in order to more accurately and quantitatively calculate the
containment failure of an oil slick, whose shape will have been initialized using the model
developed in Chapter 4.
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I. INTRODUCTION

CONTAINMENT PROBLEM

Conventional oil booms have been an essential tool in major 00 spill recovery
operations, but they are limited by currents. When the perpendicular component of
relative current speed exceeds a critical value, oil entrainment occurs at the head of the
restrained oil pool, and the boom fails due to leakage. The critical velocity, for the
perpendicular component of current, normally has been found to be 0.6 - 1.0 knots
depending on the oil properties.

This limitation poses a serious problem since tidal currents can exceed critical
values in the approaches and/or harbors of major ports in the Northeast such as
Portland, Portsmouth, Boston and New York. Currents in westem rivers pose similar
problems. Besides difficulty using fixed conventional booms, boom leakage also
compromises the use of oil booms in oil boom/skimming operations. The sweeping
speed of towed booms used to funnel oil to a skimmer is considerably restricted by
leakage.

One approach to circumventing the problem is to angle the boom to the current
thus reducing the perpendicular component. The oil is not contained in a pocket, but is
instead deflected to a recovery point. This diversion boom approach has been
developed for use in the Piscataqua River/Great Bay system, as descnbed by Swift et
al. (1990, 1991, 1992). Diversion boom experiments have been conducted at the five
petroleum product terminals along the NH side of the Piscataqua - a tidal river having
peak currents over 5 knots. The logistical problems which arise in deploying long
lengths of angled boom, however, become severely limiting. As a practical solution,
new oil boom design concepts need to be developed that at least double the critical
velocity.

The purpose of the study described here is to develop oil slick barriers for rapid
current operation. This report covers the second year effort (Phase II) in investigating
the use of submergence plane concepts for the design and construction of floating
containment systems. Laboratory studies involving 2-dimensional physical models
(initiated in Phase I) were completed, and the results were applied to the development
of 3-dimensional physical models and full scale systems.

PREVIOUS WORK

When floating oil is restrained by a conventional oil boom in the presence of
relative current, a "headwave" forms near the leading edge of the slick as described, for
example, by Wicks (1969), Agrawal and Hale (1974) and Milgram and van Houton
(1978). Though the fluid dynamic processes are still the subject of research, it is known
that instabilities and/or turbulence will entrain oil droplets from the headwave thus
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initiating boom leakage. More recently, Delvigne (1989) has described an unstable
reduction of the restrained slick termed Mfailure by critical accumulationM. He has also
summarized known laboratory studies which all indicate that boom failure occurs at less
than 1 knot.

The current-induced failure mechanisms are avoided by the barrier configuration
shown in Fig. 1. In this concept, the oil is not restrained by a single barrier as a pool
exposed to the incident current. Instead, the oil moves down the inclined submergence
plane and is trapped in a protected containment region. Research by Bianchi and Henry
(1973) indicates that the concept will retain oil at relative velocities above 2 knots. This
concept has been further developed by JBF Scientific, Inc. and (independently) by LPI
Corp. for the purpose of designing oil skimmers. The overall goal of the research
program discussed here, on the other hand, was to retum to the fundamental idea in
order to develop an oil barrier system capable of superior fast current performance.

The concept is consistent with and closely related to observations by Delvigne
(1984) and Johnston et al. (1993) regarding closely spaced double booming (two
booms deployed parallel to each other with a small separation distance). They noted
that oil becomes trapped between the booms (in a slowly rotating back eddy) at incident
current speeds that would normally cause leakage. In addition, a similar trapping
process can happen when oil flows under ice as described by Cox et al. (1980).

FIRST YEAR DEVELOPMENT

The first year (Phase I) University of New Hampshire (UNH) study consisted
primarily of developing the Fig. 1 concept in a well-ordered sequence of laboratory
experiments. Tests were conducted using 2-dimensional physical models in a 40 foot
recirculating flume. The system employs two variable speed impellers to drive the flow
through the test section which has one side made of clear plastic allowing visual
observation, photography and optical fluid velocity measurement. This -dirty water­
facility is dedicated to oil spill research at UNH.

Two-dimensional shapes of trial cross-sections were used to minimize scaling
effects. With the 2-dimensional approach, the cross-section configurations are about
the size of the expected harbor/estuary design. Retention tests were done using oils
and oil substitutes, and results were interpreted in terms of both direct observations and
appropriate non-dimensional parameters.

The first set of experiments were carried out to evaluate design parameter
changes in the initial Fig. 1 configuration. Tests were done using 1/16 inch beads,
having specific gravities ranging from 0.89 - 0.96, to represent the Mslick-. These
exploratory experiments were done for comparison purposes only. Results showed the
best retention was obtained when the submergence plane is at a very shallow angle
and the second barrier is spaced far enough to minimize flow interaction. Retention was
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also found to be very sensitive to specific gravity. Next, flow control devices, such as
baffles and scoops were tried to enhance flow of the ·slick· into the quiescent
containment region and to prevent washing out of the trapped oil by the current beneath
the containment region. It was found that a horizontal baffle below the containment
region was effective.

The subsequent series of experiments made use of vegetable, synthetic and
petroleum oils. Tests showed that the modified configuration shown in Fig. 2 has the
most potential for development into an effective 3-dimensional barrier. This
configuration was subject to a comprehensive set of retention experiments using
different oils having properties which span the range of those likely to be spilled. Tests
were done at a flume speed of 1 % knots which is approximately 3 times the critical
failure velocity for a simple single, vertical barrier under the same flume conditions.
Results for oil retention were very good (above 80%) to excellent (above 90%) in all
cases. The potential for this cross-section configuration to hold oil was amply
demonstrated. Because some of this work overlapped into the second year study and
because of its significance, the 2-dimensional retention tests are summarized in
Chapter II of this report. Details of the experimental program have been provided by
Swift et al. {1995}, Coyne {1995} and Swift et al. {1996}.

The fluid velocity distribution throughout the configuration was carefully
measured using an electro-magnetic sensor and a laser doppler velocimeter (LDV). The
LDV was especially effective since it is noninvasive, has a small measurement volume
and can detect turbulence. Fluid velocity results are mapped in Swift et al. (1995),
Coyne {1995} and Swift et al. {1996}. Flow down the sUbmergence plane was observed
to be uniform at a speed slightly higher than the incident speed. A strong jet forms
inside the entrance gap and extends to the surface of the containment region. The exit
flow tends to favor the aft portions of the exit area through the horizontal baffle. These
observations were consistent with processes contributing to the breakup of the oil slick
into droplets and the droplet trajectories.

OBJECTIVES

The overall goal is to develop an operational oil barrier system, based on the Fig.
2 cross-section, which is capable of superior fast current performance. Specific
objectives covered in this second year (Phase II) report include:

1. Completing 2-dimensional flume experiments and processing data for
design interpretation.

2. Designing, analyzing and fabricating 3-dimensional physical models using
flexible and rigid materials, and testing for shape retention.
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3. Designing, analyzing and constructing full scale, 3-dimensional prototypes
and testing for shape retention and practical aspects.

APPROACH

The first task was to complete the 2-dimensional flume tests for retention, fluid
dynamics and design parameter optimization. These experiments were the primary
focus of the first year study, but are summarized here for completeness and because
contracts for Phase I and Phase II overlapped.

The main goal of Phase II was to develop 3-dimensional, free-floating systems
that duplicate the successful 2-dimensional cross-section shown in Fig. 2. Physical
models and full scale prototypes were designed, analyzed mathematically, constructed
and tested in the flume, a 120 ft x 12 ft x 10ft tow tank, a 40 ft x 30 ft x 20 ft
engineering tank and in an estuarine channel sUbject to tidal currents. Shape retention
was the major concern since the oil retention capability of the cross-section had been
previously demonstrated.

Two distinct design concepts emerged - segmented barrier systems consisting of
connected semi-rigid modules and continuous, flexible barriers. Development was,
therefore, along two main tracks with each culminating in a full scale prototype. The
intended ultimate use of these systems is as extended, long barriers to replace oil
boom in critical, high current situations.
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II. TWO-DIMENSIONAL OIL RETENTION RESULTS

RETENTION TEST METHODS

Oil retention tests conducted using 2-dimensional models in the flume mostly
during Phase I are summarized here because of their importance to the Phase II 3­
dimensional design development. In addition, contracts for Phase I and Phase II
overlapped, so this experimental program and data processing extended into the
second year effort. Tests were carried out using the specific cross-section dimensioned
in Fig. 3. This cross-section was the result of a series of design optimization
experiments as described by Swift et al. (1995, 1996) and Coyne (1995).

The developed barrier configuration shown in Fig. 3 was evaluated by conducting
oil retention experiments using a variety of oils. The oils, both non-petroleum and
petroleum products, were selected to encompass the range of oil properties likely to be
encountered in a spill situation. The 2-dimensional configuration was duplicated using
marine plywood, sheet aluminum and sheet acrylic plastic. The model spanned the full
width of the tank. The model is a large scale representation and is approximately full
size for a small estuarine prototype.

Before oil release, the flume was brought up to an incident flow speed of 1~
knots. This speed is approximately 3 times the critical velocity for oil loss using a single
vertical barrier of the same draft under the same flume conditions. Oil was then
released from a reservoir and spread using a manifold/splash plate system. The system
then operated under steady state conditions until the experiment was terminated by
stopping the oil supply and the flume flow. This was done in time to prevent the
possible recycling of oil escaping past the barrier and encountering the system a
second time.

All experiments were video taped, and measurements were made of oil
retention. Oil and oiVwater mixtures were independently recovered from within the
containment region, in front of and in back of the barrier system. Each volume was
allowed to separate, and the amount of oil in each volume was quantified. These
measurements, as well as data on the amount released, enabled the percent of
encountered oil retained by the barrier system to be calculated. The retention was
computed as the amount retained in the containment region divided by the amount
passing the submergence plane. This definition is actually somewhat conservative in
that additional oil was stopped in front of the submergence plane and some was
trapped in back of the end vertical plane. (These amounts were not counted because
their ultimate fate under field conditions is uncertain.) The redundancy in oil
measurements was used to make intemal checks and to minimize measurement
uncertainty.
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Information on oil properties was obtained from the literature and from direct
measurement. Published values by other researchers and by the product suppliers
were collected and used for initial guidance. Actual oil properties for the oils used in this
series of experiments were measured directly in the UNH Chemical Engineering Lab.
Standard protocols were used to obtain surface tension, interfacial tension, specific
gravity and viscosity.

RESULTS AND OBSERVATIONS

Results for retention rates of the oils tested and their corresponding oil properties
are summarized in Table 1. It is seen that retention is generally very good (above 80%)
to excellent (above 90%) in all cases. The results also indicate that performance is
somewhat dependent on oil viscosity and specific gravity.

Visual and video observations were also helpful in understanding how the
system works and providing insights into the critical fluid dynamic processes. The slick
encountered by the submergence plane was not floating placidly in a layer at the
surface but was at least partially mixed in a near surface band. The agitation was due
mostly to the inherent turbulence level in the flume and, to a lesser extent, the method
of introducing the oil. Because turbulent fluctuations are part of all natural flows,
especially in estuaries and rivers, the test program was regarded as being a realistic
representation of field conditions.

The mixed layer was concentrated while moving down the submergence plane
and most entered the containment region at the entrance gap. One evident loss
mechanism, however, was mixing of oil filaments so deep in the water column that the
entrance was missed. Oil and water entering the containment region formed a small jet
which contributed to further mixing. Most of the oil then separated into surface slicks
just above the submergence plane and towards the aft surface of the containment
region. These were areas of quiescent fluid, the oil simply rose to the surface and was
trapped. A second loss mechanism, however, was the entrainment of small droplets in
the exit flow through bottom baffle holes.

Though losses were very small in comparison to the oil retained, attention was
focused on the processes of oil escape in order to build a knowledge base for future
design development. The two loss mechanisms were strongly influenced by droplet size
and specific gravity. Large droplets with low specific gravity have a high rise velocity.
Large droplets, therefore, formed a concentrated band going down the submergence
plane which favored entering the device. Once inside, large, low density droplets rose
qUickly and were less influenced by the exit water flow.

In general, it was observed that high viscosity oils formed large droplets, while
low viscosity oils were more susceptible to turbulent breakdown into small droplets.
Both the incident flow turbulence and turbulence in the entrance jet played a role.
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Table 1 Retention rates and oil properties.

Oils Density SG Surface Interfacial VIScosity Retention
~/ft3) tension tensionFW (centistoke) Percentage

~/aJ (n,-/~

#2 Oil 51.66 0.8309 30.0 6.7 7.55 88

#4 Oil 54.57 0.8778 30.4 23.9 62.89 85

#5 Oil 58.49 0.9407 34.7 20.9 221.5 80

#6 Oil 62.80 1.010 37.6 17.4 4050.0 Non-floating

Silicone 1,000 cSt 60.35 0.9708 24.6 22.6 993.1 84

Silicone IO,OOOeSt 60.35 0.9707 25.0 23.0 10,655.0 89

Lube oil 600 55.48 0.8924 36.5 13.0 629.9 86

Lube oil 2000 57.01 0.917 36.2 27.9 2011.0 98

Lube oil 3000 57.23 0.921 28.2 31.5 3280.0 95

Density measurements taken at 30°C with a DA-3000 Density Meter.
Kinematic viscosity measurements taken at 2S 0 C with a Brookfield synchro-electric viscometer
Surface tension and interfacial tension made with a DuNouy Ring Tensiometer
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These visual observations are consistent with the Table 1 results that retention is
enhanced at high viscosities and low specific gravities.

Since the role of viscosity is characterized by the Reynolds number, retention
rates are expected to increase with decreasing Reynolds number. In this context, the
Reynolds number (Vdlv) can be computed using incident velocity for V, oil kinematic
velocity for v, and draft for d. The effects of buoyancy on droplet rise velocity are

characterized by the internal Froude number rJ/(~P gd}''; in which 1-b.p/p is equivalent

to specific gravity. Retention is expected to improee at low intemal Froude numbers

which correspond to higher droplet rise velocities (as well as lower incident velocities.)
Since both non-dimensional parameters are relevant, retention is plotted in Fig. 4 as a
function of Reynolds number for groupings of data points having similar Froude
numbers. In Fig. 5, retention is plotted as a function of internal Froude number for data
points having similar Reynolds numbers. The expected trends are evident.

Overall, retention rates for the improved design configuration are very good to
excellent. Visual observations of physical processes provide physical insights which
enhance understanding and will contribute during the next phase of design
improvements.

ADDITIONAL DESIGN CONSIDERATIONS

Other work described by Swift et al. (1995, 1996) and Coyne (1995) include fluid
velocity measurements and theoretical considerations. One important conclusion was
that exit area should be large compared to gap area to minimize exit flow speed and
thereby reduce exit flow entrainment. Thus any increase in gap opening to capture
dispersed oil requires changes also in openings through the horizontal baffle.

Another design aspect concerned turbulent mixing processes within the
containment region. Turbulent dissipation associated with the jet is a necessary result
of the difference in mechanical kinetic energy flOWing into the system from that flOWing
out. The turbulence is undesirable since it tends to break down the slick into smaller
droplets with greater tendency towards exit entrainment. Designs must, therefore, have
sufficient separation between the gap jet and exit area. This provides the droplet rise
time necessary for movement towards the surface away from the region dominated by
exit flow.
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III. THREE-DIMENSIONAL DESIGN DEVELOPMENT

PURPOSE

Having experimentally determined the effectiveness of the submergence plane
concept configured as shown in Fig. 3, the next step was to develop free-floating, 3­
dimensional systems duplicating the proven 2-dimensional cross-section. This, in fact,
is the main purpose of the Phase II effort. In the design process, concepts were
generated, analyzed and tested in a series of steps bUilding towards full scale
prototypes. The design objective was full scale barriers capable of replacing standard
oil boom in situations where failure would occur due to high speed currents.

In the design development, two generic working applications were envisioned for
the end product. As illustrated in Fig. 6, in one instance the barrier might replace oil
boom at the apex of a containment configuration, while in the other, the barrier system
replaces standard oil boom at a critical section of a deflection configuration. Since it is
easier and cheaper to use standard oil boom where it will function satisfactorily,
standard oil boom would still be used where the configuration is nearly parallel to the
current and/or where currents are spatially reduced in speed.

In the containment configuration, boom near the anchors is nearly parallel to the
current, so standard oil boom will perform satisfactorily and should be used. Where the
boom turns perpendicular to the flow and in the perpendicular apex portion,
submergence plane barriers need to be employed. It will be important to be continually
evacuating oil from the containment region of the apex barrier using a skimmer. Since
the system concentrates oil in the upper part of the containment region, it should be
possible to pump fluid that is nearly all oil.

In implementing deflection configurations in high current areas, there is often a
critical section between the outer portion where the boom is parallel to the current and
the inshore portion where current speed is low (and/or back eddying). This critical
section would be a suitable application of the submergence plane technology. Here
again, there should be continuous removal of the oil product by skimming the near­
shore oil slick.

DEVELOPMENT METHODOLOGY

Because the construction and testing of prototypes is costly and time consuming,
a systematic methodology of design development needed to be employed. In general,
small scale physical models were considered first; then larger physical models and
finally prototypes were built. Evaluation took place at each stage, and improvements
were incorporated in the design for the next level.
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of standard oil booms. In (a) the barrier forms the apex of a containment
configuration, and in (b) the barrier forms part of a deflection configuration where
the normal component of current exceeds the critical value for leakage.
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Initial screening of design concepts included how well it could be predicted to
duplicate the desired 2-dimensional cross-section. Concepts with minimal components
were favored. Designs were analyzed for adequate structural strength and stability to
maintain shape. Naval architecture considerations included hydrostatic analysis, drag
force estimation and factors causing changes in attitude (pitch orientation) with speed.

The main criterion considered during testing was replication of the proper cross­
section. Particular attention was paid towards maintaining an effective submergence
plane and gap opening with stable dimensions and angles. Other considerations were
seakeeping (in field trials), ease of deplOYment, transportation logistics and
manufacturing aspects.

Concepts evolved along two different design tracks - segmented, semi-rigid
barriers and continuous, flexible systems. The segmented barriers were made up of
linked modules having hard components. The shape of the unit was better controlled,
but connection hardware and transportation logistics were of concern. The continuous,
flexible systems were more like the standard boom they were to replace, but stable
duplication of the design cross-section represented a significant design challenge.

Both design tracks were followed roughly in parallel. The shape-reproducing
ability of the semi-rigid barrier, however, resulted in the first full scale system being of
this segmented type. The development of segmented, semi-rigid barriers are described
in the next chapter (Chapter IV), while continuous, flexible systems are treated in the
one following (Chapter V).
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IV. SEMI-RIGID SYSTEM

DESIGN RATIONALE

The semi-rigid barrier concept consists of a series of linked modules with each
module being constructed of -hard- materials. This prototype development effort
resulted in two such modules being designed, built and tested. Important intermediate
steps were design analysis and the construction and testing of a 1/3 scale physical
model.

Since each module was to be fabricated of rigid materials, duplication of the Fig.
3 cross-section would be straight-forward. The modules were designed to have these
dimensions but also to have adjustable design parameters for testing purposes. Draft,
submergence plane angle and gap opening could all be varied. The intent was to
produce a system for multiple purposes including future design parameter studies in full
scale experiments.

The beam of each full scale module was to be slightly less than 6 feet. Thus
when attached, they would just fit into the UNH wave/tow tank. The 6 foot beam also
allows easy over-the-road transport without special permits. The design life of the
system needed only to be long enough for laboratory and field perfonnance tests. Thus
the system was considered expendable, and no attempt was made to incorporate
durable materials.

Once this "design mission- was established, work began on designing and
constructing a 1/3 scale physical model for laboratory testing. Then the final prototype
design was completed and the two module system constructed. After preliminary tests
in a tank, the full scale prototype was field tested in the Great Bay estuary.

ONE-THIRD SCALE MODEL

The first physical manifestation of the concept was a 1/3 scale physical model
consisting of two 2 foot beam modules. In keeping with the multiple use design
philosophy, the combined (4 foot wide) system could just fit into the newly widened
recirculating flume should extensive testing prove valuable in the future.

The physical model was fabricated of sheet plastic attached to sealed wooden
framing using stainless steel fastenings. The model was nearly neutrally buoyant, so
only a small amount of structural foam was required to float the system at its design
waterline.

Before tank testing, the system was subject to a series of strength experiments.
The system was supported and loaded vertically at various points to identify weak
modes which could lead to failure in seaways and/or during launching, towing and
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recovery. The system possessed good longitudinal stiffness, fair transverse stiffness,
but it was flexible when loaded and supported vertically along opposite diagonals in
plan view. Cross bracing was incorporated to reduce this twisting deformation.

Tank testing included towing the model by its mooring lines in the deep
engineering tank. There was a tendency for the submergence plane to tip the front up
while accelerating and at high speed. This was corrected by raising the mooring lines'
point of attachment and by distributing foam reserve buoyancy to the stem and bow to
increase pitch stiffness.

A retention experiment was conducted using beads to represent the oil slick.
This 1/3 scale test was, of course, much less scientifically meaningful than the previous
full scale flume tests using oil, but we wanted to verify that the physical model worked in
three dimensions as the cross-section models did in two dimensions. The beads' size
and specific gravity (and, hence, rise velocity) matched droplets observed in testing the
high viscosity oils with specific gravities greater than 0.9 listed in Table 1. At a Froude
scaled velocity of 1 ~ knots, beads encountered by the submergence plane were
satisfactorily captured in the containment region. Moreover, visually observed flow
patterns were similar to the flume cross-section tests, and no new problems were
observed in going to a free-floating, 3-dimensional system from the 2-dimensional, fixed
flume model. Overall, the 1/3 scale model experiments were judged to be very
successful, so further development of this design concept took place.

FINAL DESIGN AND CONSTRUCTION

Since the 1/3 scale physical model tests were favorable, the prototype design
was based largely on the arrangement and construction of the model scaled up to full
size. A schematic of a single module showing the major components is shown in Fig. 7.

Materials were selected on the basis of strength, stiffness, weight and cost (not
design life). The choice of 1/4 inch sheet PVC plastic for the skin and sealed spruce for
the framing was also made with one-off construction in mind. The submergence plane
was mounted using a track system so that it could be adjusted vertically, fore-and-aft
and with a variable angle of attack. Details of the fixtures and hardware are provided by
Heather et al. (1996).

Strength calculations were done for generic components and for bending and
twisting of a module as a whole. The system weight and displacement (hydrostatics)
were analyzed for a draft of 1 foot. Foam buoyancy (including reserve buoyancy) was
concentrated near the bow and stem to improve pitch stiffness. Draft changes can be
made (in future experiments) by simply shifting the foam buoyancy vertically.

A photo of a completed module is shown in Fig. 8. Each module was placed into
the deep engineering tank to verify buoyancy/draft considerations. The adjustable
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Fig. 8 A prototype module for a segmented system.
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submergence plane was fixed at settings commensurate with the 2-dimensional (Fig. 3)
submergence plane angle and gap dimensions.

INITIAL TESTING

A single module was launched in the Great Bay estuary on May 1, 1996 for initial
field tests. The barrier was towed by a 20 foot workboat at 2 - 3 knots in a sweeping
mode. Wind was 10 - 15 knots, and wave heights were on the order of ~ foot with
occasional larger waves due to passing boat wakes. The towed barrier exhibited no
control problems and maintained its shape and structural integrity. The system did not
respond significantly to the small waves and gently contoured the larger boat wakes.

Retention tests were conducted using popcorn as an environmentally benign oil
substitute. Popcorn is, of course, usually lighter (though with a variable specific gravity
due to soakage) and consists of solid particles rather than droplets or continuous slicks.
Retention tests using popcorn, however, are useful to verify proper flow processes and
trajectories and to identify problem areas if any. We regard the ability to retain popcorn
as a necessary condition for proper operation, so this test has been included in all our
field experiments. (Real oil retention of the cross-section shape was, as discussed
previously, evaluated successfully in the complementary flume experiments.)

Popcorn was deployed and intercepted by the barrier with nearly 100% recovery.
Particle trajectories into and within the containment region were seen to duplicate
trajectories of oil droplets in the 2-dimensional flume experiments.

FIELD EXPERIMENT

The complete semi-rigid prototype barrier was tested on June 27, 1996 in the
Great Bay estuary off Adams Point, NH. The semi-rigid barrier was used to form the
apex portion of a complete containment system as shown in Fig. 6a. The two modules
together constituted the apex with 100 feet of standard boom added each side. The 100
foot standard boom sections were angled to the current, and their up-current ends were
attached to anchored mooring balls.

The objective was to test the practical aspects and logistics of using a semi-rigid
barrier as part of a larger standard boom/rapid current barrier system. A second
objective was to try controlling the angle of the standard boom using netting. The
netting would be deployed in a horizontal plane below the water surface at the level of
the bottom of the boom skirt. The netting was to be attached along the bottom of each
skirt and be shaped so as to hold each side at a constant 30 degree angle to the
current.

All components were transported to the staging area on Adams Point at high tide
and assembled in the water at the shore. Fig. 9a shows the two modules being
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(a)

(b)

Fig. 9 A segmented barrier section consisting of 2 prototype modules. In (a) the
modules are being connected, and in (b) containment boom and the segmented
barrier are being towed to the moorings.
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connected to each other. The standard boom (with netting in between) was then
secured to the forward comers. The standard boom/netting was furled together for
towing out to the pre-deployed, anchored mooring balls as shown in Fig. 9b. This
method worked very well, and transport incurred very little drag and virtually no control
problems. The up-current ends were clipped to the mooring balls, which were 112 feet
apart, and the rest of the furling lashing cut. The overall system assumed the
containment configuration as the ebb tide intensified.

The opened containment configuration is shown in Fig. 10a, while a closeup of
the apex barrier during a popcorn retention test is illustrated in Fig. 10b. At this time, the
current was about 1 % knots, and there was a cross wind of about 10 knots.

The use of netting to maintain side boom shape was not as successful as
anticipated, and it has since been recut. It should be noted, however, that the wide­
angle camera lens has distorted the Fig. 10a shape to make it look worse than it
actually is. There were no structural problems encountered, and the barrier itself
maintained its designed shape.

Popcorn retention by the barrier was 100 % and was not affected by the small
wave action. Particle trajectories were again similar to the desired oil droplet tracks
seen in the flume experiments with the 2-dimensional cross-section. (The popcorn
retention experiments were, of course, subject to the same limits of interpretation
discussed in the previous section.)

Recovery was easily accomplished by detaching the up-current ends of the
standard boom from the mooring balls, bringing them together behind the boat and
towing the system to shore. Tow lines were then passed to a shore party that quickly
recovered the system and loaded the components on trailers for transport.
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(a)

(b)

Fig. 10 Containment configuration with the 2 module segmented barrier forming
the apex. In (a) the full containment configuration is shown, while in (b)
the submergence plane apex is undergoing testing with popcorn.
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V. FLEXIBLE SYSTEMS

SMALL SCALE MODELS

Development Rationale

The purpose of the flexible small scale physical model experiments was to
initiate development and testing of design concepts which incorporate compliant
construction. In contrast to the semi-rigid modules discussed in the previous chapter,
flexibility was attained through the use of fabric and deformable foam for planar
surfaces. As in standard oil boom, systems were continuous in the cross-channel
direction and free-floating.

The developmental approach was to add fleXibility to physical model designs in
an orderly, gradual manner. Each model was designed to achieve the desired cross­
section shape, then constructed and flume tested. The first model employed fabric for
the largest planar surface - the horizontal baffle. Based on this experience, the next
model was made having generally more flexibility but also incorporating necessary
shape maintaining components.

The physical models developed here were tested solely for their shape rendering
capability. At 1/12 of the scale used in the 2-dimensional oil retention tests, they were
too small scale for experiments with oil. Since the purpose of these tests was to
evaluate model shape, position and orientation while running at speed on the surface,
Froude scaling was used. The primary physical model tests were run at the 2­
dimensional oil retention test speed (1 % knots) Froude scaled which is 0.43 knots {=
(1/12)112 times 1.5). Of course while in the flume, visual observations were made at
actual speeds ranging from still water to 1 knot (3 % knots at full scale).

Flexible Baffle Physical Model

The objective of this first flexible design was to introduce a stable, free-floating
capability and to allow for flexibility in the horizontal bottom baffle which is the largest of
the system components. As seen in the cross-section construction drawing, Fig. 11,
flotation and ballast are positioned to maximize stability. The intention was to use the
drag of the aft vertical barrier to keep the horizontal baffle taut and flat.

In the flume, the system floated at the designed waterline in still water and
"towed" at the proper orientation at 0.43 knots (1 % knots full scale) as shown in the
Fig. 12 photograph. The horizontal baffle, however, did not remain taut and billowed
downward aft due to exit flow drag. It could be argued that this is acceptable since
entrainment by current below the barrier is not likely to increase and the containment
volume is in fact larger. Since the objective of this study was to duplicate the proven 2-
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Fig. 12 Flexible baffle 1/12 scale model at 1% knots (Froude scaled) in the flume.
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dimensional cross-section shape, on the other hand, horizontal baffle tautness was
addressed in the next 1/12 scale physical model design.

Though the main thrust of subsequent development was toward designs which
had additional features expressly to maintain horizontal baffle tautness, one full scale
system largely similar to the flexible horizontal baffle model was fabricated and tested in
the tow tank. This system exhibited the same downward billowing of the baffle and
general distortion of the containment region as seen at 1/12 scale.

Flexible Components Physical Model

In this model, flexibility is incorporated into the submergence plane and the
trailing vertical plane (as well as the horizontal baffle). These are constructed of foam
as shown in the Fig. 13 structural schematic. The model was designed to bend in plan
view (in the cross-current direction), so it can assume the usual catenary curve
associated with standard oil booms. To maintain tautness in the horizontal baffle, light
weight longitudinal spars are used. They are spaced at regular intervals in the cross­
current direction. Stability is achieved by placing the foam buoyancy sources at the
leading and trailing edges.

In the flume, the system floated at the proper waterline in still water and
maintained the design position and orientation when -towed". As seen in the Fig. 14
photograph, the desired cross-section shape as well as cross-eurrent curvature were
obtained. Since this flexible model had the proper shape, was continuous in the cross­
current direction and possessed both dynamic and structural stability with a minimum of
add-on features, it served as the basis for further flexible system development.

ONE-THIRD SCALE MODEL

In view of the desirable characteristics observed in testing the 1/12 scale flexible
components physical model, a 1/3 scale model was designed, built and shape-tested
primarily in the flume. Since the flume is 4 feet wide, the model was constrained to be
slightly less than 4 feet in the cross-channel direction. The model should, therefore, be
viewed as a representative section of a barrier long in the cross-current direction.

The model employed longitudinals to maintain cross-section shape as shown in
the Fig. 15 schematic. To enhance stability, each longitudinal individually was ballasted
low in the center and had buoyancy high at the fore and aft ends such that the member
would float upright at the correct water level by itself. This was also done to increase
anticipated ease of handling at the prototype level during deployment and recovery.

A further increase in flexibility was added at this stage by using fabric for the
submergence plane. With this change, the whole system could be collapsed for out-of­
water transport and storage. The strategy was to keep this taut by use of the system
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Fig. 14 Flexible components 1/12 scale physical model at 1% knots
(Fraude scaled) in the flume.
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tension in the cross-current direction. In standard oil booms, this tension force is quite
large in current, so it was employed in the barrier system for shape maintenance. A
cable was also enclosed by a hem in the leading edge of the horizontal baffle and
arranged to carry part of the along-barrier tension force. This is to keep the critical gap
opening in its designed position.

The system was shape-tested in the flume, as shown in the Fig. 16 photograph,
with generally good design cross-section form. The new submergence plane was nearly
flat with a gentle upwards bowing between longitudinals. The leading edge of the
horizontal baffle was also nearly straight with a slight downwards bowing between
longitudinals due to the tendency of the fabric to be forced downwards by the exit flow.
Thus the gap opening had a natural tendency to widen slightly which is highly
preferable to a propensity to close down.

Problems encountered with this design consisted of a certain amount of fabric
drooping above the waterline at the top of the submergence plane and the aft vertical
barrier between longitudinals. Flexible foam inserts were deemed necessary at these
points to provide some stiffness and reserve buoyancy to prevent slop-over. This
change would be incorporated into the prototype design.

Overall, the shape characteristics were excellent for a fabric system (when
properly tensioned), and structural, positioning and attitude stability were achieved. This
concept, with the fabric freeboard control modification, was next used for the full scale
flexible prototype.

FULL SCALE FLEXIBLE BARRIER

The full scale system design was based principally on the 1/3 scale model with
important improvements in longitudinal member construction and reserve buoyancy.
The cross-section shape was designed to effectively replicate the successful 2­
dimensional flume cross-section. The draft, however, was increased to 1 foot to
preserve a minimum draft when encountering wave troughs. The length in the cross­
current direction was set at just under 12 feet so the system could be used in future tow
tank experiments. Thus the system should be viewed as a representative section of a
barrier much longer in the cross-current direction. Materials were chosen for ease of
construction and cost rather than durability. An extended design life was not considered
essential in this first generation, developmental prototype which would be subject only
to controlled laboratory and field experiments.

As shown in the Fig. 17 schematic, the longitudinals are composed of a truss-like
spruce frame as opposed to the solid construction used in the 1/3 scale model. At full
scale, the improvement in longitudinal weight was significant. Since the main function of
the intermediate longitudinals is to spread the fabric, structural loads are not great and
desirable lightness can be achieved. Each longitudinal was designed to individually
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Fig. 16 Flexible 1/3 scale physical model in the flume.
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float at the 1 foot waterline. This forces the whole system to float as intended and
makes in-water assembly (and disassembly) much easier. Weights, submerged
volume, foam buoyancy and ballasting were analyzed to check hydrostatic balance and
hydrostatic stability in pitch and roll.

The submergence plane design was modified from the 1/3 scale version by
including foam buoyancy across the top. The foam provides the reserve buoyancy
needed to keep adequate freeboard at the bow particularly between longitudinals. The
slab foam is inserted in pockets after assembly so that the system can still be collapsed
for transport and storage. Though the foam itself is flexible, it does provide some
needed stiffness to the upper leading surface of the SUbmergence plane.

In this full scale design, the aft barrier consists of a section of standard oil boom.
It is attached to the vertical ends of the longitudinals and the aft edge of the horizontal
baffle. There was no attempt to make the horizontal baffle connection watertight since
exit area is nearby and a little more may even be beneficial. The aft barrier is
consequently modular and can be connected or removed at any time (even while
deployed). The foam buoyancy built-in to the boom also provides the reserve buoyancy
needed at the aft end for hydrodynamic stability.

The completed system was first tested hydrostatically and generally debugged in
the deep tank. Preliminary tests included the assumption of operational shape when
tensioned by the mooring lines and when towed gently by the mooring lines.

Field testing took place at Adams Point in the Great Bay estuary, NH on July 31,
1996 and August 1, 1996. The system was assembled on-site and deployed facing the
current between two widely spaced finger floats. The deployed prototype section,
stretched between mooring points, is shown in the Fig. 18 photograph. The floats
provided secure mooring line attachment points and excellent viewing of the system.
During the first day, the system was set up to face the ebb current which was weak
(less than 1 knot). We returned the next day and deployed the system to face the flood
tide which was stronger at that location (1 1/4 to 2 knots).

At maximum current, shape retention of the tensioned system was very good.
The reserve buoyancy at the ends made a d~matic improvement in maintaining proper
attitude and freeboard. As in the 1/3 scale model, the gap opened slightly and remained
stable with no tendency to spontaneously close down. It was found that mooring line
attachment is critical. The system must be tensioned, and (like the standard boom) the
lines must be led off horizontally. There was some minor fabric billOWing observed
between the longitudinals, but this can be reduced by stronger fabric and more
accurate cutting.

Retention characteristics were observed by spreading popcorn up-current of the
system. This popcorn test was, of course, subject to the same limits of interpretation
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Fig. 18 Full scale flexible barrier prototype section off Adams Point, NH.
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discussed in the previous chapter. Popcorn encountered by the submergence plane
entered the containment region and was retained. Particle paths were again similar to
oil droplet tracks seen in the flume experiments with the 2-dimensional cross-section.
The system also captured broken fragments of eel grass which were prevalent at the
test site during the experiment.
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VI. DISCUSSION

The main goal of developing 3-dimensional, floating oil barriers having the oil­
tested 2-dimensional cross-section was achieved. Physical models and full scale
representative sections of segmented and continuously flexible prototypes were
designed, analyzed and tested primarily for shape, stability and strength. Methods and
logistics of using submergence plane systems at the critical apex position of a
containment boom configuration were demonstrated.

Future development of submergence plane barriers should include continued
experimentation with respect to gap control, draft and exit area. The full scale, 3­
dimensional prototypes constructed in this study could be used in these laboratory
studies. New full scale systems should be extended in the cross-channel direction for
field use. This next generation development effort should culminate in a ·standardized"
OHMSETI full scale oil retention experiment. Practicality can then be enhanced by
continuing the design effort to improve logistics, robustness and manufacturing.
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